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This dissertation argues that the widely-accepted analysis of all and both as universal
quantifiersisincorrect, and proposes instead that all/both are modifiers that place a boundary on
the range of otherwise contextually-available interpretations allowed with definite plurals. It is
argued that this proposal offers wider empirical coverage of the semantic and distributional
properties of all/both than previous accounts.

The range of meanings of sentences with definite pluralsis examined, and it is argued that
atheory of distributivity that assigns universal forceto distributed plural noun phrasesisempirically
inadequate. A change to the theory of distributivity is proposed in which the context-sensitive
variable in the domain of the distributivity operator (the D operator) can be assigned a value that
weakens its universal force. It is further proposed that all/both interact with the D operator by
restricting the range of values that can be assigned to the resource domain variable, ensuring that
the universal force of the D operator is not weakened. This accounts for the "strengthening” effect
of all/both on the quantification associated with definite plurals.

Because all interacts with distributivity, it has the same "scope" as distributivity. This
explains some differences between definite descriptions with all and quantified NP'swith every that
are unexplained if all is analysed as a universal quantifier. In particular, the different scopal

possibilities of all and every in direct object position, and their differences in distribution with



collectivizing adverbia phrases, are explained. In addition, the limited distribution of all with
collective predicates is accounted for by the proposal that lexically collective predicates belonging
to certain aktionsart classes can contain a"hidden" D operator.

Finally, atheory of "floating" quantifiersin which movement does not play a central role
is proposed, and argued to provide a better account for the distribution of floated all/both and for

the relationship between all/both in their prenominal and floated positions.
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Chapter 1

Floating Quantifiers

1 I ntroduction

The English words all, both, and each are often referred to as 'floating quantifiers
because they behave in some ways like determiner-quantifiers, but when related to subject
position, they can also appear after the noun and even after auxiliary verbs. Thusthey are
said to have "floated" away from the canonical determiner position of the subject NP.

(D  All the girlswent to the gym
Thegirlsall went to the gym

2 Both boys have been feeling ill
The boys have both been feeling ill

3 Each of the students will receive a certificate of appreciation
The students will each receive a certificate of appreciation

Because of this special distribution, floating quantifiers have been used by several
authors as a probe into syntactic structure (cf., Kayne 1975, Sportiche 1988, Déprez 1989,
and Baltin 1995). Inthiswork, | will use floating quantifiers as a probe into the semantics
of plural noun phrases and verbal event structure. Ultimately | will argue that floating
guantifiers are not quantifiers, but modifiers; and that they do not "float" (that is, their
postnominal distribution is not due to movement). Hence the term "floating quantifiers’
Is perhaps particularly infelicitous, but | will continue to use it in a theory-neutral way
because it is so widely known.

| will pay particular attention to all and both and will not have much to say about

each; in the next section | will argue that there is good evidence for treating all and both



as comprising a natural subclass of the floating quantifiers.
1.1  TheDistribution of all, both, and each.

The evidence for treating all/both as separate from each comes from their
distribution. There are three separate distributional patterns which show all/both to be
different from each.

First, broadly speaking, all/both can sometimes cooccur with collective predicates,
in contrast to each. The pattern of all/both with collectives is a bit complicated and we
will discussit in detail throughout this dissertation. But for now, let uslook at an outline
of the facts.

There arethree different subcases of "collectives' that show the difference between
all/both and each. First, all/both can occur with some ordinary collectives, asin (4).

4 a. The students al gathered in the hallway

b. The students both collided in the hallway

c. *The students each gathered/collided in the hallway

The predicate is changed from gather in (4)ato collidein (4)b to keep the sentence
felicitous, since both carries a presupposition that the cardinality of the NP istwo, and it
Is dightly odd to talk about two people gathering. With either predicate, however, all and
both are felicitous while each is not.

In addition, both/all do not disambiguate predicates that allow both a distributive
and a collective reading, which Link (1983) has termed "mixed-extension" predicates.

(5 a Thestudentsall carried the piano upstairs (distributive or collective)

b. The students both carried the piano upstairs  (distributive or collective)

c. The students each carried the piano upstairs (distributive only)

Finally, both/all allow an "internally reciprocal” reading with predicates like share



or look alike. In other words, (6)a-b can mean that the individual students who make up

the students shared a cookie with other studentsin that group. Each does not allow this:

(6)c can only mean that each student in the set denoted by the students shared a cookie

with someone who is not one of the students.

(6)

a. The students al shared acookie (internally reciprocal possible)
b. The students both shared a cookie (internally reciprocal possible)
c. The students each shared a cookie (internally reciprocal not possible)

All of these examples, (4)-(6), represent subcases of the following generalization:

all and both are permitted with some collective predicates, but each is never permitted

with collective predicates.

Another phenomenon that picks out the same subclass of floating quantifiers was

observed by Maling (1976). She points out two different environmentsthat allow all/both

but not each. Thefirstisin an apparent partitive noun phrase without the preposition of,

which she derives by arule she calls of-del etion.

(7)

(8)

9)

All of the men
All the men

Both of the men
Both men

Each of the men
*Each the men

The second environment is in object position: all/both can appear after a pronoun,

but each cannot.

(10)

(11)

*| like the men all
| like them all

*| like the cakes both
| like them both



(12) *Ilikethegirlseach
*1 like them each

We will look at these phenomenain more detail in Chapter 5. 1t should be clear at
this point, however, that whatever explanation is ultimately given, it will have to treat
both/all as belonging to a separate subclass of the floating quantifiers.

Finally, thereisthe use of the so-called "binominal" each, (Safir and Stowell 1989)
in which it appears that the quantifier specifies akind of function relating the parts of one
plural DP to the parts of another. All/both do not alow this use. (Thanks to Viviane
Déprez, p.c. for pointing this out to me.) The contrast is shown in (13)-(15).

(13) The children bought three books each
(14)  *The children bought three books all
(15) *The children bought three books both

| do not have an explanation for each's binominal use (but see Safir and Stowell
1989 and references there). | ssimply wish to point out that it is another piece of evidence
for treating all/both as belonging to adistinct subclass of the floating quantifiers, separate
fromeach. From now on for conveniencel will usetheterm ‘floating quantifiers' to refer
just to all and both, unless | specify otherwise.

1.2 The Category of Floating Quantifiers

Theterm floating quantifier of course suggests two things: first, that both and all
are indeed quantifiers, and secondly, that the floated and the prenominal versions are
structurally related occurrences of asingle lexical item, since the former is derived from
the latter by movement. Most work on floating quantifiers takes at least one or the other
of these assumptions for granted.

Several authors have proposed that floated all is not moved from the subject



position, but base-generated in an adverbial position. For example, Dowty & Brodie
(1984) explicitly propose that floated all is an adverb, and is generated in VP-adjoined
position. Doetjes (1992) similarly proposes that floated all is an adverb that must bind an
empty category (ie, atrace of an NP) inside the verb phrase. Baltin (1995) proposes that
floating quantifiers belong to a small category he calls preverbs and that they are base
generated in a position that directly precedes (c-commands) a predicative constituent. So
while the syntactic origin of floating quantifiersis still being debated, the term 'floating
guantifier' has stuck, and as | have mentioned, | will use it here in atheory-neutral way,
to mean occurrences of all/both outside of prenominal position.

None of the authors mentioned specifically discusses the category of prenominal
all/both; | assume that they would treat them simply as quantifiers. Authors who treat
floating as the result of movement also, of course, treat prenominal all as a quantifier; so
thisisapoint of commonality between the two types of appoaches to floating quantifiers.

The central claim of this dissertation isthat all/both are not determiner-quantifiers'
but modifiers. Throughout Chapters 3, 4, and 5 we will accumulate semantic and syntactic
evidence for this claim.

In this section | want to argue that there is evidence againgt treating all as a
determiner-quantifier. | will confine my attention to prenominal all; | will make the

argument from prenominal all that all is not a true determiner-quantifier, and assume that

! For convenience, sometimes | will use the term quantifier for determiner-quantifier. Of course,
modifiers can be quantificational too, and it is possible to think of the meaning | will give for
all/both in Chapter 3 as being quantificational. The arguments | will make in these sections should
be understood in the context of a comparison of all to determiner-quantifiers, in particular every.
(I thank Roger Schwarzschild for help in clarifying thisissue.)



the same holds true for the floated version. We will then look at how these arguments
apply to both. | will adopt here and throughout this dissertation (with some qualifications
to be noted in Chapter 5) what | take to be the null hypothesis, namely, that the prenominal
and the floated versions of all/both have essentially the same meaning.
1.2.1 Argumentsthat all is not a determiner-quantifier

In this section we examine the evidence for the commonly-held assumption that all
is adeterminer-quantifier. | will argue that most of this evidenceis not very decisive, and
open to reanalysis. | will also provide argumentsthat all is not aquantifier: the evidence
will come from discourse anaphora and questions with universal quantifiers.

Evidencefor treating all as a quantifier comes mostly from its distribution (that is,
its appearance in prenominal position) and from its apparent synonymy with the universal
quantifier every. Let’s consider each of thesein turn.
1.2.1.1 Evidence fromitsdistribution: prenominal all

The distribution of all isin some ways quite similar to determiner/quantifiers like
every, most, and the.
(16) Every girl went to the gym

Most girls went to the gym

The girl(s) went to the gym
There are important distinctions among the determiner/quantifiers above -- for example
every obligatorily takes asingular common noun as acomplement, while most obligatorily
takesaplural CN, and the can take either. Nevertheless, as a broad stroke generalization

it seemsfair to say that all is similar in distribution to the class of determiner/quantifiers,

because it can appear prenominally.



But let us examine this observation more closely. If we restrict our attention to
episodic sentences, we find that all is felicitous only when it appears before a definite
plura DP. (Thanks to Veneeta Dayal for pointing this out to me. It has also been
discussed by Partee 1995 and noted by Gil 1995;ftn.2.) It cannot occur with just a plural
common noun (an NP). Thisisshownin (17).

(27)  All the girls went to the gym
*All girls went to the gym

In episodic sentences, then, the prenominal distribution of all is actualy quite
different from the prenominal distribution of determiner/quantifiers. A quantifier like
every combines with an NP (type <e,t>) to yield a generalized-quantifier-denoting DP or
QP (type <<et>t>). A determiner like the combines with an NP (type <et>) to yield an
individual-denoting DP (type €).2 Unlike either of these lexical items, all combines with
a (plural) individual-denoting definite DP (ie., the girls).

Let usturn now to prenominal all in generic sentences. As| have just discussed,
ageneric interpretation is the only one possible for a sentence with prenominal all.

(28) All dogs are mammals

Of course, prenominal all isn't required in order for a generic interpretation to be
available. The sentencein (19) isalso interpreted generically.
(19) Dogs are mammals

There are two kinds of ideas in the literature about how sentences like (19) are

2 Angelika Kratzer points out to me (p.c.) that it is not clear whether the definite description the
temperature is type e, as in Barbara Partee's example, The temperature is 85 and rising.
Nevertheless, it istill true that the combines with a property, which makesit apparently unlike all.



interpreted. Carlson (1977) proposed that bare plural NPs are always kind-denoting, and
that the generic or episodic interpretation that a sentence receives is due to the properties
of the verb phrase. Another approach is proposed by Wilkinson (1991) in which the bare
plural contributes a variable that is bound by a (covert) generic operator.

Whichever analysis one chooses to adopt, the point that | have demonstrated here
is that all does not apparently interfere with the generic interpretation. On the kinds
analysis, it would appear that all combines with a kind-denoting expression and yields a
kind-denoting expression. On the variable analysis, all does not prevent the binding of the
variable introduced by the bare plural. This again suggests that all is not a quantifier.

If we call into question the ideathat all isa quantifier, then the question arises as
to what sort of thingitis. | argue that all is a modifier, which leads us to expect that
prenominal all combines with a DP to form a DP (or with an NP to form an NP). This
would explain the distributional facts we have just seen in episodic and generic sentences
without any further stipulations. While | do not take up the issue of all with genericsin
this dissertation, we will see more detailed discussion of the syntactic position of
prenominal all with definitesin Chapter 5.
1.2.1.2 Evidence from discour se anaphora

The phenomenon of licensing discourse anaphorais one kind of construction where
adefinite plural with all behaves like a definite description, and not like a quantificational
element. It is well-known that definite DPs freely license discourse anaphora, while
guantified DPs (or QPs) do so only under certain conditions (namely, where the process

of "abstraction” is possible; see Kamp and Reyle 1993 for discussion). Note the contrast



between (20) and (21).
(20) Thegirlscamein. They sat down.
(21) Every girl camein. ??They/* she sat down.

If all were aquantifier, then we might expect that when it combines with aDP the
resulting constituent would behave like a quantified DP (or QP) with respect to discourse
anaphora. However, this expectation is not borne out. If we add prenominal all to the
definite DP, aplural pronoun islicensed, just as abovein (20). In at least this respect, all
the girls behaves more like the girls than like every girl.

(22) All thegirlscamein. They sat down.

So it appears that prenominal all does not change the 'type' of a definite DP. This
is expected if we treat all asamodifier.
1.2.1.3 Evidence from questions

In this section we will look at another difference between all and every that
suggests that all isnot auniversal quantifier. The evidence comes from their contrasting
behavior in licensing list answers to questions.

Questions with every in subject position license three different types of answers,
as has been shown in the work of Engdahl (1986), Groenendijk and Stokhof (1984), and
others. These can be called the functional answer (23)a, the individual answer (23)b, and
the pair-list answer (23)c.

(23) Which woman did every boy kiss?

a His mother

b. Judith

C. John kissed Mary, Bill kissed Sue...

If we change every boy to all the boys the list answer is no longer possible..
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(24)  Which woman did all the boys kiss?

a Their mothers

b. Judith

c.  #John kissed Mary, Bill kissed Sue...

Inthe analysisof (23) proposed by Chierchia (1991, 1993), the possibility of alist
answer depends crucially on a semantic property of universal quantification in away that
will be made precise shortly. If all wereauniversal quantifier, therefore, we would expect
it to behave similarly to every in thisrespect. The fact that it doesn't suggeststhat all is
not a universal quantifier.

Chierchia (1991, and see Chierchia 1993, Dayal 1996) proposed that the
availability of list answers to questions with universal quantifiers is based in part on a
logical property of universals, discussed by Barwise and Cooper (1981).

In the framework elaborated by Barwise and Cooper, generdized quantifiers denote
sets of sets and the common noun argument provides the generator set for that "family” of
sets. When the determiner-quantifier combines with the common noun, the result denotes
aset of setsin aparticular relation to the common noun set; the common noun set itself
IS not necessarily an element in the generalized quantifier denotation.

This is true for al generaized quantifiers. However, because universal
quantification is the subset relation between sets, in a universal generalized quantifier the
common noun set isrecoverable. The generator set of auniversal quantifier will be exactly
that set which is the intersection of al the other sets in the generalized quantifier
denotation. In other words, universal quantifiers have a unigue "witness set".

The availability of this unique witness set for a universal generalized quantifier

plays a crucia rolein licensing list answers for Chierchia, because this set provides the
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domain argument for a function whose "spelling out" constitutes a list answer. A
discussion of al the details would take ustoo far afield but we can look at a sketch of how
thisworks. Consider the question (25).
(25) Which woman did every boy kiss?

Abstracting away from details that do not concern us here, Chierchia shows how

to interpret this question for a structure like the one given below in (27).

(26) CP
DP, CP
N T
whichwoman DP, C
I T
every boy C,,, IP
N
t; kissed t|

(27) AP3A[W(every.boy',A) & P(Ap3fe[A-woman]IxeA[p=kiss(x)(f(x))])]

For Chierchia, the complementizer introduces existential quantification over a
function from kissers to kissees. The wh-phrase which woman denotes the set of
contextually salient women, and so provides the range of the function. To get the domain
of the function, we must be able to extract a set from the denotation of DP; If DP,isa
universal quantifier, asit is here, then we can use its witness set.

We aso, of course, expect that this should be possible with al universal quantifiers.
But as we have aready seen, it is not apparently possible with all (see (24)). On any
analysis that treats all as a kind of universal quantifier, we have to wonder why that

universal quantifier does not make a witness set available to serve as the domain of the
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function. Therewould have to be something else about the meaning of all, over and above
its purported universal quantification, that prevented using its witness set in a functional
guestion.

On the other hand, on the view that all isamodifier there is nothing that needs to
be explained here. The difference between (23)-(24) is expected.

However, thereis one complication in the datawhich | have so far avoided. Inthe
examplesin (23)-(24) the wh-terms are singular. However, if we use aplura wh term, or
one that is unmarked for number (such aswho), then sentences with definite plurals allow
for list answers.

(28)  Which women/who did the boys kiss?

a Their mothers

b. Judith

C. John kissed Mary, Bill kissed Sue...

But if we add all the possibility of alist answer, again, goes away.

(29) Which women/who did al the boys kiss?

a Their mothers

b. Judith

c.  #John kissed Mary, Bill kissed Sue...

Dayal (1992) and Krifka (1992) argued that the list reading in (28) is not a
functional reading, but a kind of "spell-out" of a cumulative reading, which we find in
sentences with two plural arguments (see Scha 1991), such as (30).

(30) The boys kissed the girls
The cumulative reading of (30) isthe following. Suppose the boys are Alex, Bill,

and Carl, and the girls are Sally, Terry, and Ursula. Then (30) can betrueif A kissed S,

B kissed T, and C kissed U.
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The phenomenon of cumulaltivity is a complicated one, and its relationship to
distributivity isunclear. We will not discuss cumulativity in any detail in this dissertation,
but | will point out that all on a subject DP makes a cumulative reading impossible, or at
least much more difficult. Compare (30) to (31).

(31) All the boys kissed the girls
(31) isnot true in the cumulative scenario described above.

If all interfereswith cumulativity, and if plurality-based list answers are based on
cumulativity, then the fact that all does not license a plurality-based list answer in (29) is
expected (on whatever analysis of all one may propose). But this sort of explanation will
not help save the quantifier analysiswith respect to list answers for questions with singular
wh terms, because cumulativity plays no role there. Hence the argument from questions
against treating all as a quantifier still stands, although it is a bit more complex than it at
first seemed.
1.2.1.4"Semantic" evidence

The other argument for treating all as a quantifier is its apparent synoymy with
every. Thisisshown by the datain (32)-(33).

(32) All menaremorta
Every man is mortal

(33) All the girlswent to the gym
Every girl went to the gym

One problem for the synonymy argument is that, as | have already discussed, all can occur
with some collective predicates. Thisisin contrast to every, which is never possible with

collective predicates.
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(34) a ??Every student gathered in the hall
b. All the students gathered in the hall

(34) clearly showsthat all cannot be completely synonymous with every.

In addition, as we have aready seen, the "mixed-extension” predicates are not
disambiguated by all. Therange of possibleinterpretations of (35), intermsof distributive
and collective interpretations, is exactly the same as the range of (36).

(35) The boys carried the piano upstairs
(36) All the boys carried the piano upstairs

Again, this similarity is expected on the view that all isamodifier.

| am not arguing from this kind of data that all couldn't be quantificational; an
example like (37) shows that gather, for example, is compatible with some kind of
quantification (unless we want to claim that no isn't quantificational). *
(37) No students gathered in the hall

What | am arguing is that we should treat characterizations of the semantics of all
based on intuitionistic comparisons with every with suspicion. On closer inspection of the
datait appears that all the N behaves much more like the N than like every N. Sinceit is
clear that all and every are not exactly synonymous, we are not forced to treat all as a
guantifier. We will have a lot more to say about examples like (34) as this dissertation
proceeds.

| conclude that there is ample reason for treating all as a modifier rather than asa

quantifier. Unlike determiner/quantifiers, all does not take a property asitsfirst argument,

% Thanks to Angelika Kratzer (p.c.) for pointing this out to me. Also see the work of Winter
(1998a,b) in which collective predicates and quantification is discussed quite extensively.
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and when it combines with an NP or a DP the type of the resulting constituent appears to
be the same as the type of NP or DP that all combined with. In this respect its behavior
appears to be more like that of a modifier than that of a determiner.

Theideathat all might be akind of modifier is not new: thisis one aspect of the
proposal of Dowty and Brodie (1984) for floated all. Here | am proposing to extend this
ideato prenominal all. A fuller account of just what prenominal all ‘modifies’ and how
it combines with the DP will have to wait until | have given an explicit semantics for all.
But for now, | take it that the preceding discussion gives us evidence for supposing that
all iscloser in spirit to a modifier than a genuine determiner/quantifier.

The fact that floated quantifiers have some kind of relationship to individual-
denoting DPswas already noted by Roberts (1987:206), who pointed out that the category
of DPsthat allow floated quantifiers are those DPs that denote a plural individual (in the
sense of Link 1983, and others). In other words, floated quantifiers are licensed by the
same kind of DP which | have argued here combines with prenominal all.

| conclude that at the very least, it is possible to question the assumption that all
iIsaquantifier. 1t behavesin many ways that are quite unexpected on the view that itisa
guantifier. The path is open for usto argue that all has a different kind of grammatical
function than is commonly assumed.

1.2.2 Baoth

Before we consider how these arguments apply to both, we should briefly review

the analyses of both that have been proposed in the literature, since it is not widely

considered to be the case that both issimilar to all. In thisdiscussion | will limit myself
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to prenominal both, leaving aside the use of both as a kind of "conjunction introduction”
which can be used to introduce conjunctions of many categories (ie, Mary is both rich and
intelligent, Grover both sings and dances); but we will return to this use of both in
Chapter 5. Also see Stockwell, Schachter and Partee (1973), and Edmondson (1978) for
some discussion of this use.

Barwise and Cooper (1981) propose that both is a determiner that means the same
thing asthetwo. A problem for thisidea, which they point out, isthat both is not licensed
in the lower NP in a partitive construction, while the two is.

(38) *One of both children sneezed
(39) One of the two children sneezed

Ladusaw (1983) offers an explanation for the difference between (38) and (39) by
first pointing out that collective predicates, like partitives, expose a difference in
distribution between both and the two.

(40) *Both students are a happy couple
(41) Thetwo students are a happy couple.

Now, we have already seen that both can cooccur with some collectives. However,
Ladusaw takes the facts to be somewhat different: he treats both as being completely
incompatible with any predicate that can be classified as collective.* Based on this, he
proposes that the factsin (38)-(39) and (40) can be accounted for by hypothesizing that

both has an essentially distributive component of its meaning which makesit incompatible

* Ladusaw (p.c.) hastold methat he disagrees with some of the judgments | gave earlier in this
chapter for examples like (4)-(6) (ie, The students both collided). He finds these sentences to be
ill-formed. However, | have checked these judgments with many people and find that most speakers
alow them. It appears we might be dealing with adiaecta difference.
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with collective predicates and impossible inside partitives.

This apect of Ladusaw's analysis, namely, the idea that both is distributive, is
shared by many others, including Edmondson (1978), Roberts (1987), and Landman
(1989). However, we have already seen evidence that this cannot be correct, because both
is possible with some collective predicates. If thisis true then the fact that both cannot
occur inside a partitive is left unexplained. We will offer a new explanation for both's
inability to occur inside a partitive, one that follows from the modifier hypothesis, in
Chapter 5.
1.2.2.1 Arguments that both is not a determiner-quantifier

One argument for treating all as a quantifier is, as we have seen, its apparent
synoymy with universal quantifier every. Likewise, both has been proposed to be
equivalent to each or every (Roberts 1987, Landman 1989) plus the requirement that we
are dealing with a plural individual whose cardinality is two. However, this cannot be
correct because as we have aready seen, both can felicitously combine with some
collective predicates.

(42) The boys both collided in the hallway
??Every/each boy collided in the hallway

(43) Thegirls both shared a cookie (internally reciprocal possible)
The girls each shared a cookie (internally reciprocal not possible)

Of course, the data introduced by Ladusaw shows us that there are at least some
collective predicates that are impossible with both (such as be a happy couple). So what
is needed is a generalization about which collective predicates allow both and which do

not. This will be the topic of extensive discussion, both later in this chapter and in
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Chapters 3 and 4. For now, the point is that the argument that both is a quantifier
because it acts like a universal quantifier (plus a cardinality requirement) is not decisive,
because both doesn't act exactly like other universal quantifiers with respect to collective
predicates. In thisrespect it isjust like all.

In addition, | argued that all is not a true quantifier because it can combine with
a(plura) individual (type €), unlike every. This argument also holdsfor both; it, too, can
combine with a plural-individual denoting DP, asin (44).

(44) Both the girls went to the gym.

This shows that both, like all, can combine with a constituent of type e.
1.2.3 Possible problems for the modifier proposal
1.2.3.1 Both+ CN

However, there is one argument for not treating all as a quantifier that does not
apply to both in the same way. Both can, apparently, combine with a plural common noun
to yield a definite description, in contrast with all (where, as we saw, the NP is aways
interpreted generically).

(45) Both girlswent to the gym. (cf. (17))

Thisisnot predicted by my characterization of all/both as belonging to the same subclass.
However, an interesting fact pointed out to me by Bill Ladusaw (p.c.) sheds some light on
what might be going on here. The only case where all can combine with an indefinite to
yield aterm that is not kind-denoting is when the indefinite is a numeral indefinite, such
asthreegirls.

(46) ??All girlsleft early
(47)  All three girlsleft early
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The phrase all three girls behaves like a definite description, in that it must refer
to an object previously mentioned in the discourse. For example, consider the difference
between (48) and (49).

(48) Threegirlscamein. They drank some tea, then three girls|eft.
(49) Threegirlscamein. They drank some tea, then all three girls lft.

In (48) the indefinite three girls cannot take as its referent the same three girls who
camein and drank tea. In (49), all three girls must refer to the same three girls who came
in and drank some tea

Now, we have already seen that both can combine with an indefinite to yield a
definite description. And of course, both has a cardinality requirement ‘builtin’. | want
to suggest that if I’'m right about all/both comprising a class, then we can explain (49) by
saying that whatever contribution in meaning all/both make to a sentence, this contribution
plus the cardinality requirement (as in three in (49)) adds up to definiteness. Then we
don’'t have to state anything special about both because the definiteness of the subject NP
in (49) follows in part from the (obvious) fact that it always comes with a cardinality
requirement. However, | do not at this point have aformal analysisthat capturesthis so for
the purposes of this dissertation thisis only a hunch.
1.2.3.2 Partitive constructions

One kind of evidence that might be taken to suggest that all/both are quantifiers
Is the fact that they can appear as the "upstairs' constituent in partitive constructions, as
shown in (50).

(50) Both of the ducks
All of the correct answers
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This property is shared by many quantifiers, as shown in (51).
(51) Most of the pens

Few of the politicians

Every one of the jellybeans

None of the teachers

However, here | will suggest two reasons why this does not force us to conclude
that all/both are quantifiers.

First, there are many different categories that can appear upstairs in a partitive
construction, including the modifier/nominal half and nouns that denote some kind of
measure or group like gallon or bunch. (See Jackendoff 1977, Selkirk 1977 for
discussion).

(52) Half of my students

(53) A galon of the orangejuice
A bunch of the paper clips

Numerals can also appear upstairs in a partitive construction. (I thank Viviane
Déprez for pointing this out to me.) Thisis perhaps particularly relevant because many
authorstreat numerals as cardinality predicates (ie, as adjectives) rather than as quantifiers
(see, for example, Link 1983, 84).

(54) Four of the cookies

So it is clear that we are not forced to conclude that anything that appears in
upstairs position in a partitive must be a quantifier.

Secondly, thereis interesting diachronic evidence that both and all came to occur
in this construction from a different route than the quantifiers. The OED reports (compact

edition 1971, p. 226) that the use of all followed by of is"comparatively modern, and is
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probably due to form-assoc. with none of , some of..."* It similarly reports that the use of
both of is"modern” (ibid, p 1012).

This again suggests that although both and all can appear in the same position as
aquantifier in apartitive, they do not belong to the same category as the quantifiers.

So to sum up, | have argued here that all/both are not quantifiers or determiners,
and suggested that they are closer in spirit to modifiers. However, | will continue to call
them “floating quantifiers” and sometimes even just “quantifiers” simply for convenience,
and | don't intend that any theoretical claims should be associated with these terms. A
more specific proposal about how they "modify" will be the subject of Chapters 3 and 4.
1.3  The Syntax of all/both and the Phenomenon of 'Floating'

Perhaps the most well-studied aspect of all has been its syntactic behavior,
specifically with respect to the phenomenon of "floating”. The earliest approaches to this
issue in the generative literature, including work by Postal (1974), Kayne (1975), and
Maling (1976), proposed that arule of "quantifier float" appliesto this class of quantifiers
and moves them rightward, away from the NP. Dowty and Brodie (1984) proposed that
floating quantifiers are not really moved quantifiers at al, but adverbial elements that are
base-generated in their VVP-adjoined positions.

The idea that all/both are modifiers is compatible with either a movement or a
base-generated analysis of floating quantifiers. In Chapter 5| will argue that the syntactic

and semantic evidence favors the base-generation treatment of floating quantifiers,

> If all came to be possible in partitives by analogy with quantifiers, this might be taken to
suggest that all really isaquantifier. But speakers can make analogies that are grammatical errors,
as the morphological phenomenon of backformation shows.
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specifically asadverbs. | will anticipate the conclusions of that chapter by treating floated
all asan adjoined adverbia phrase. In addition, we need to assume some mechanism for
relating floating quantifiers to the subject. Since in English floated all/both are aways
construed with the subject, | will ssmply assume by stipulation, until Chapter 5, that a
floating quantifier is aways thusly construed.

Our task in the meantime is to look more closely at the semantics of all and both
in order to make a convincing semantic proposal in which they are treated as modifiers.
In the discussion in the rest of this chapter and for much of Chapters 2-4, | restrict my
attention to all in order to keep the discussion simpler. However, nearly everything | say
about all applies to both, and both will be specificaly discussed at relevant points
throughout the dissertation.

14  Thesemanticsof all
1.4.1 The maximizing effect

Aswe have aready seen, contrasts like the one in (55) suggest that all cannot be

characterized simply as a universal quantifier.

(55 (@ ??Every student gathered in the hall
(b) All the students gathered in the hall

The universal quantifier every distributes the property of having gathered in the hall down
to each individual student: since a single student cannot gather, the sentence (55)aisill-
formed. In contrast, in (55)b the function of all seems to be to say that each individual
student participated in the gathering.

Butif wecan't treat all simply asauniversal quantifier, we do need some way to

capture the "strengthening effect” that all has on a sentence with a definite plural. This
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effect can be illustrated by the examplesin (56)-(57) and (58)-(59).
(56) The boysjumped in the lake

(57) Theboysall jumped in the lake

(58) The students gathered in the hallway

(59) The students all gathered in the hallway

While (56) can be judged true if one or two of alarge group of boys stayed behind
on shore, (57) seemsto more strictly require that every boy jumped in the lake. Similarly,
(58) can be true if even one or two of the students didn't participate in the gathering, but
(59) requiresthat every student wasthere. Link (1983) called thisthe "totality" effect and
Dowty (1987) called it "the maximizing effect”. These authorstake it that explaining the
meaning of all involves explaining its totality effect while still allowing all to combine
with collective predicates. They propose similar solutions to this problem.

Link’s solution is to propose that all introduces a 'partakes in' operator, which
distributes the property of taking part in the action down to every individual in the subject
of the predicate. So, for example, (59) means that every student took part in the
gathering. For adistributive predicate like jump in the lake, Link introduces a meaning
postulate that says 'taking part in' just reduces to ordinary distributivity. So ‘every boy
took part in jumping in the lake' means the same thing as 'every boy jumped in the lake'.

Dowty (1987) recasts the idea of 'taking part in' by proposing that the lexical
representations of certain (collective) predicates provide "distributive subentailments” for
all to operate on. If apredicate occurswith all, then the function of all isto distribute the
subentailments of that predicate down to each individual in the subject noun phrase.

What are distributive subentailments? Dowty does not provide a definition, but
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gives the proposed subentailments for gather as an example. The distributive
subentailments of gather are something like, ‘come to be in the same place at the same
time as alot of other people. Dowty'sidea, then, isthat all isauniversal quantifier that
distributes this property, the property of ‘coming to be in the same place...' down to every
individual in the denotation of the subject.

One problem with this proposal is that while it is relatively easy to see what the
distributive subentailments of gather are, it's harder to see this for other collective
predicates. Take the collective reading of build a raft: what are the relevant distributive
subentailments here? Sawing wood, reading blueprints, hammering nails? We might
wonder whether it is reasonable to suppose that all of this information is lexically
specified. Another problemisthat, as we have already seen in our discussion of both,
not all collective predicates can cooccur with all. For example, the sentencesin (60) and
(61) areill-formed.

(60) *The students are al abig group
(61) *The students are al numerous.

According to Dowty, these predicates do not allow all because they do not have
subentailments, and hence do not give all anything to 'operate on'. He calls these
predicates " pure cardinality predicates’. The problem isthat some evidence or explanation
must be given about why these predicates lack distributive subentailments. Unfortunately,
Dowty does not provide any evidence. So one problem for Dowty's account isthat it does
not give a satisfactory account of why some collective predicates allow all, and others
don't.

1.4.2 Taub'scriticism of distributive subentailments
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Taub (1989) criticizes Dowty’ s account on the grounds that it is circular: the only
evidence for the existence of subentailments is the distribution of all, and yet
subentailments are called upon to explain the distribution of all. | will criticize Dowty’s
account shortly on different grounds. But first et us take alook at Taub's discussion.

Taub gives an interesting characterization of the collective predicates that do not
alow all, in terms of the Aktionsart classification of predicates (on Aktionsart
classification see also Dowty 1979 and the references cited in Chapter 4, section 4.4). I'll
call this characterization Taub's generalization, and it isgiven in (62).

(62) Taub's Generalization: the collective predicates that disalow all are the
collective predicates denoting states and achievements.

The evidence that Taub gives for this generalization is given in the following
examples.
Collective states:

(63) *Theboysareal abig group
(64) *Thetreesare al densein the middle of the forest (* on collective dense)

Collective activities:
(65) All the boys carried the piano around for an hour

Collective accomplishments:
(66) All the students gathered in the hallway
(67) All the girls built araft

Collective achievements:
(68) *All the senators passed the pay raise
(69) *All the students elected a president

Note that Dowty's cases of "pure cardinality predicates’ like be a big group and
be a group of four are states, and so fall under Taub's generalization. But it is not the case

that only cardinality predicates disallow all. The examplein (64) isfrom Taub's paper
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(she attributes the example to Barbara Partee), and | would add (70). On a collective
reading both are infelictious with all.
(70) *The bottles are all too heavy to carry

Note that Taub's generalization also correctly categorizes the collective predicates
that do and do not allow both. For example, the collective predicate be a happy coupleis
stative, while share is an activity predicate.

(71) *John and Mary are both a happy couple
(72) Saraand Mary both shared a cookie

Taub’s generalization about the distribution of all (and its extension to both) has
the advantage that the Aktionsart classes are well motivated on grounds independent from
anything having to do with all. Thus it does not suffer from the same circularity as
Dowty's idea about distributive subentailments. However, the problem is, as she points
out, that it's not clear how the generalization about Aktionsart classes relates to the
meaning of all.

We will give an explanation for Taub’s generalization in Chapter 4. For now, |
want to turn our attention to a different problem with the Link/Dowty approach to the
meaning of all.

143 A problemwith the maximizing effect

Link and Dowty agree that the effect of all isastrengthening effect. Thisisshown

by the pair of sentencesin (56)-(57), repeated as (73).

(73) a Theboysjumped in the lake
b. The boysall jumped in the lake

Recall that the relevant observation isthat (73)(b) somehow more stringently requires that
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each and every boy jumped into the lake: it shows the maximizing effect. But hereisthe
problem. It is clear that the effect of all isto somehow strengthen the truth-conditions of
a sentence with a definite plural NP subject, but the meaning that Link assigns to these
sentences is already quite strong without all. Dowty doesn’'t give a specific analysis of
plurals, but suggests that his proposal for all can be implemented in just about any theory,
and we will see shortly that the problem arisesin severa theories, not just Link’s. So the
problem | will discuss here applies equally well to Dowty's proposal about all.

For now | will just briefly sketch atheory of plurals similar to Link's (1983) so that
we can get an idea of what the problem is; a more thorough discussion will be the subject
of Chapter 2. Consider for now only the case of sentences with predicates that are
distributive, like jump in the lake. Let us assume that a definite plural NP like the boys
denotes a (first-order) set (in this characterization | am abstracting away from Link's
original formulation ahit). To interpret this predicate as applied to the boys, we introduce
acovert distributivity operator on the plural predicate, which Link representsas® (in (75)).
The D operator has the effect of introducing universal quantification over the members of
the set that the subject denotes, as shown in (76).

(74)  The boys jumped in the lake
(75)  Pjump.in.lake (the.boys)
(76)  Vx[xe[the.boys] - xe[jump.in.lake']

But now we have a problem: it is clear, as we have already said, that (73)b more
strongly requires that each boy jump in the lake (for the sentence to be considered true)

than (73)a. However, the interpretation we have assigned to (73)a, shown in (76), is

aready quite strong. How could (73)a be stronger than the universally-quantified
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expression in (76)? The problem is that the truth conditions Link assigns to (73)a are too
strong.

| have presented this problemintermsof Link’ stheory of pluralsand distributivity,
but the same issue arises in many theories of plurality. This includes Lasersohn (1990,
1995), in which a D operator is always introduced when a distributive predicate is applied
to aplura individual, and Schwarzschild (1996), which is similar in this respect.

This problem has been noticed before: the discussion in Dowty (1987) makes it
clear that he was aware of this problem, but he did not give any explicit semantic account
of it. And Lasersohn (1993, ftn. 3) also noticesit. However, to my knowledge no proposa
for handling it has been presented.® We will take up this problem in detail in Chapter 2,
where | will propose a'weakening' of the semantics we assign to sentences with definite
plurals.

1.5 An Qutline of Thingsto Come

Before we can give a semantic proposal for all we need to deal with the problem
of nonmaximality. In Chapter 2 we will look at the problem of nonmaximality with
definite plurals in some detail, and develop two desiderata for a theory that captures
nonmaximality. An examination of various different proposalsin the literature will lead
us to conclude that none of these proposals does quite the job we need.

In Chapter 3 we will propose a theory that captures nonmaximality. It is atheory

of distributivity with a pragmatic component based on the proposals in Schwarzschild

® Actually, in work in progress Lasersohn has taken up this challenge. We will look at his
proposal at the end of Chapter 4.
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(1992, 1994, 1996). Thus it satisfies the two main desiderata for a theory of
nonmaximality that emerge from Chapter 2: it captures the quantificational nature of
nonmaximality and its pragmatic character. This theory of nonmaximality paves the way
for avery simple account of the meaning of all/both, in which they are proposed to be
modifiers of the distributivity operator, and which captures their "maximizing" effect.

In Chapter 4 we extend the empirical coverage of the proposal for all/both in
several ways, and in every case we will seethat the scope of the distributivity operator that
all/both modify playsacrucial rolein our explanation. We introduce an event semantics
as the framework for capturing all's behavior with collectivizing adverbials, and for a
proposal about how lexical aktionsart interacts with distributivity to account for Taub's
generalization.

In Chapter 5 we turn our attention to the syntax of floating and prenominal all/both.
| argue that the distribution of floated all is better accounted for under the hypothesis that
it isan adverb, and show how to account for the syntactic link between adverbial all and
the subject. | also propose that prenominal all isin the specifier of D, which explains

many peculiarities of its distribution.
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Chapter 2

Plurality and Nonmaximality

2 I ntroduction

In Chapter 1 we saw that a theory of the meaning and distribution of floating
quantifiersraises, in particular, two issues related to theories of plural noun phrases. First
is the collective/distributive distinction, which is important because floating quantifiers
are alowed with some, but not all, collective predicates. In this chapter we will look in
more detail at the collective/distributive distinction, and at how it should be represented
in the grammar.

The second issue wastheissue | call "nonmaximality,” after Dowty's (1987) term,
'the maximizing effect’. The question there is whether sentences with definite plurals
should apply "maximally”, that is, apply some property to every individual making up the
plural DP, and if so, how that should work for both distributive and collective predicates.

In this chapter we will look at some proposals for handling distributivity and
especialy nonmaximality. The goal of this chapter will be to develop an idea of what
kinds of things atheory of nomaximality should take into account. We will develop two
desiderata for atheory of nonmaximality. Then we will examine the mainstream view on
nonmaximality, and see that it does not meet our desiderata.

Our discussion will proceed with areview of some approaches to definite plurals

that have been proposed in the literature, paying specia attention to these two issues, the
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collectivity issue and the nonmaximality issue. Since we are restricting our review in this
way, there are many workson plurality that | will necessarily beforced to leave out of this
brief survey, but | hope that what | lose in breadth | gain in clarity of focus on the issues
of concern to us here.
2.1  Didtributivity and collectivity

While | discussed the behavior of some distributive and collective predicates in
Chapter 1, up to this point we have not had an explicit discussion of the difference
between distributivity and collectivity. Before we can go any further we need to get more
specific. Consider the pairs of sentencesin (1)-(2) and (3)-(4) .

D George and Sandra | eft.
(2 George left and Sandra | eft

3 George and Sandra are a happy couple
4 *George is a happy couple and Sandrais a happy couple

The oft-reported difference between (1)-(2) on the one hand, and (3)-(4) on the
other, is that (1) entails (2) (adthough we will soon have reason to question this
assumption) and (3) doesn't entail (4) (since (4) is neither true nor false). We call a
sentence that exhibits the entailment pattern in (1)-(2) distributive — the property of
having left distributes to each member of the NP George and Sandra. A sentence that
does not license this type of inference, asin (3), is called collective.

Note that the distributive/collective distinction does not arise only for conjoined
NPs. For the examplesin (5)-(8), suppose that the girls are Lauren, Sue, and Jill. Then
(5) entails (again, apparently entails) (6), but (7) doesn't entail (8) .

() The girlsleft
(6) Lauren left, Sue left, and Jill left.
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@) The girls gathered in the clubhouse
(8 *Lauren gathered..., Sue gathered..., and Jill gathered...

Once we recognize the distributive/collective distinction the question arises asto
how it should be represented in the grammar. For example, is distributivity/collectivity a
property of a noun phrase, a verb phrase, or both? (or neither?). Proposals have been
made in the literature for all of the above possibilities: some claim the distinctionisin the
NP (Bennett 1975, Gillon 1992, van der Does 1993, Heim, Lasnik, and May 1991); in the
VP (Legnning 1987, Schwarzschild 1991, 1996, Lasersohn 1990, 1995); in both (possibly
Link 1983, 1984, Landman 1989, 1996); or in neither (Roberts 1989, Schwarzschild
1992b, where distributivity applies when a predicate is combined with its plural argument).
And some of the above authors make use of more than one strategy.

Lasersohn (1995, ch. 7) gives avery thorough discussion of thisdebate. Here | will
simply review his best argument in favor of treating collectivity/distributivity as a property
of the VP. The crucia sort of example comes from VP conjunction (Lasersohn attributes
this argument to Dowty?), as shown in the sentence in (9).

9 Rick and Ilsamet in abar and had a drink.

The pointisthat Rick and Ilsa met in a bar hasto be interpreted collectively. It
does not follow from Rick and IIsa met in a bar that Rick met in abar. But Rick and Ilsa
had a drink is at least allowed to be interpreted distributively; (9) does not require that

Rick and llsashare adrink but allows for the possibility that each had their own drink. [f

! Roger Schwarzschild (p.c.) points out that Roberts (1987:121) attributes this argument to
Karina Wilkinson, and that in his own work (Schwarzschild 1996:15) he attributesit to G. Massey
(1976:103).
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collectivity were a property only of the NP, it would be impossible to represent the truth
conditions of this sentence because the same NP would have to be both a collective NP and
adistributive NP%. However, if collectivity is a property of the VP, then we may simply
assume that one conjunct in the VP is a collective predicate, and the other is distributive.
From this| take it that the collective/distributive ambiguity is located in the VP.

For now, then, let us assume this ssmple theory of the distributive/collective
distinction. A plural noun phrase denotes a set. A verb phrase denotes a one-place
predicate. Distributivity is a property of a verb phrase (ie, a predicate), and it is
represented in the grammar by an optional D operator (aswe saw in the previous chapter).
Lack of aD operator will yield a collective reading. Our D operator is defined asin (10),
which means that a D operator applied to a predicate P will yield the expression in (11).
(10)  P=4 APAXVY[yex ~ P(y)]

(11) PP=xvy[yex - P(y)]

The function of the D operator is to introduce universal quantification over the
plurality introduced by the subject. This move isjustified for two reasons. First, it is
widely observed that for some predicates, at least, sentences with definite plurals
apparently have universal quantification as part of their meaning. The examplesin (12)-
(14) are taken from Higginbotham (1981), Link (1983), and Y oon (1996), respectively.

(12) The men are left-handed

2 Actually, van der Does and Gillon both say that there are ways around this argument against
the NP strategy; van der Does argues that a strategy like quantifying-in gives us away to have one
noun phrase in two places, and Gillon proposes that we can use small pro to have two noun phrases
in an anaphoric relationship. But then we would have to say that the two NPs, though coindexed,
are not coreferential, since one denotes a quantified expression (the distributive NP) and oneisa
definite description (the collective NP).
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(13) Thepigsdied
(14) Thegirlsare8yearsold

The authors cited report the intuition that for these sentencesto be true, al the men
have to be |eft-handed, all the pigs have to have died, and all the girls have to be 8 years
old. In upcoming sections | will question whether these sentences are realy strictly
universal but for now let us accept this judgment.

Furthermore, it can be argued that there is evidence we're dealing with universal
quantification even for sentenceswhere thisintuition is not so strong, like (15) from Kroch
(1975) (cited in Lasersohn 1993).

(15) Thetownspeople are asleep

It seems that we might be willing to say (15) istrue even if afew townspeople are
not asleep. However, Kroch pointsto (16) as evidence against this.
(16) *Although the townspeople are asleep, some of them are awake.

Kroch argues that the infelicity of (16) suggests that we really are dealing with
universal quantification here.

Another argument for introducing auniversal quantifier comes from sentenceslike
7).

(17)  The boys ate a sandwich.

It is at least possible to interpret this sentence as meaning that each boy ate a

different sandwich. If the VP is interpreted with a D operator, which introduces a

universal quantifier, then we get the right interpretation because the universal quantifier
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introduced by the D operator can take scope over the existential a sandwich® So (18) is
interpreted as shown in (20).

(18) The boys ate a sandwich

(19) Pate.a.sandwich'(the.boys)

(20)  Wvx[xe[the.boys] - ate.a.sandwich'(x)]

On the other hand (18) can aso be true in a Situation where the boys shared asingle
sandwich (maybe it was a 3-foot-long hero). We can represent this, collective, reading by
predicating the boys of the VP ate a sandwich without any intervening D operator, asin
(22).

(21) The boysate a sandwich
(22) ae.asandwich'(the.boys)

This is the same way we would represent a predicate that is aways interpreted
collectively, such as gather, shown below.

(23) The boys gathered in the hallway
(24) gathered.in.the.hallway'(the.boys)

So for now, the distributivity/collectivity distinction is represented as follows: the
distributive interpretation is represented by means of a D operator on the VP. A sentence
that isinterpreted collectively involves direct predication of the plural subject and the VP,
without an intervening D operator and hence without any quantification involved.

At this point, then, we will take it to be true that universal quantification is part of
the meaning of at least some sentences with definite plurals, in the form of the D operator.

But of course we saw in Chapter 1 an argument from all that the D operator has truth

% It doesn't matter to us whether a sandwich is treated as an existential quantifier or whether it introduces
avariable that getsits quantificational force from existential closure.
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conditionsthat are too strong. Inthe discussion to follow we will see more evidence that
the D-operator semantics we are tentatively employing is too strong. However, we will
also seethat an alternative that doesn't make use of the D operator istoo weak. These facts
will play an important role in our development of desiderata for atheory of nonmaximality.

In the next section we will review some proposals from the literature for handling
nonmaximality.
2.2 Nonmaximality

In Chapter 1 we observed that (25) can be interpreted to mean that each boy is
building a separate raft.
(25) The boysare building a raft

Aswe havejust seen, we are able to obtain the "one-raft-per-boy" reading by using
a D operator, which introduces universal quantification over the boys. However, | argued
in Chapter 1 that even on this distributive reading, the sentence doesn't entail that every
single boy isbuilding araft; if we are dealing with alarge enough group of boys, and one
or two of the boysis cleaning up from lunch, or napping in his cabin, the sentenceis still
true. Thisisaproblem because we need the universal quantifier to obtain the " one-raft-per-
boy" reading, but it looks like using the universal gives us truth conditions that are too
strong. This point can be made most clearly by comparing (25) and (26).
(26) Every boy isbuilding araft.

In (26) we have the universal quantifier every, so we expect that aslong asthe boys
in (25) and the contextually-restricted set of boysin (26) are the same, the two sentences

should be synonymous. But the sentences are not synonymous. So the question we address
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in the non-maximality issue is whether or not sentences with definite plurals are really
synonymous with sentences with universally-quantified subjects, as the D-operator
analysis predicts.

In the works cited in the previous section, some authors mention nonmaximality,
but most of those who do mention it do not propose away for the semantics to capture it
(notable exceptions are Lasersohn 1990, 1995 and Landman 1989, 1996, which we will
discuss shortly). So even though most authors are aware of the phenomenon of
nonmaximality, it does not occupy a central place in theorizing about definite plurals.

On the other hand, a closely related issue has occupied a central place of
importance in the study of reciprocals, especialy reciproca each other. Since reciprocals
must have plural antecedents, the two topics are very closely related. Therefore alook at
what has been said about nonmaximality in the literature on reciprocals will prove
illuminating.

2.2.1 Nonmaximality and reciprocals

In his early paper on conjoined structures, Dougherty (1970) proposed that a

sentence like (27) is derived viatransformation from a sentence like (28).

(27)  The men are hitting each other
(28) Each of the men is hitting the others

Fiengo and Lasnik (1973) object to this proposal, partly on the grounds that
whenever the plural the men isagroup greater than two in number, the truth conditions of
(27) and (28) can be distinguished. They call the two different truth conditions the 'each-
the-other' reading (28) and the 'reciprocal’ reading (27). Their discussion of the differences

between the each-the-other relation and the ‘reciprocal’ relation is important here because
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it'san early account that highlights some of the differences we find between sentenceswith
overt quantifiers (like each) and sentences with plurals.

A sentence like (28), with each-the-other, is true in a situation only if every
individual in the plural antecedent (here, the men) isin the relation R (here, hitting) with
every other member. The reciprocal relation, however, is weaker: Fiengo and Lasnik
claim that it requires simply that there be some way of carving up the plural antecedent
into subgroups such that each-the-other holds within each subgroup. Note that the case
where there are just two individuals in the plural antecedent is a special case of the
reciprocal relation: the only way to divide the antecedent into subgroups in this case is
trivialy to have a single subgroup.

Fiengo and Lasnik illustrate with the diagram shown in (29). Suppose that each
of the circlesrepresents one of the men and the arrows represent the hitting relation. Their
point isthat (27) can be true in the situation illustrated by (29), but (28) cannot.

(29) a b C d

| | | I\

[ J [ J [ J e —0©0

The each-the-other relationship holds for each subgroup. This set of subgroupsis
called apartition; the definition of partition is given below.
(30) Forsomeset X, asetY isapartition of X iff:

a Y isaset of subsetsof X

b. VxeX IYeY [xeY]

C. VZ,Z'eY[Z#Z' -ZNZ' =2]

d. eisnotinyY

Therequirement in (¢) means that the sets of the partition must be nonoverlapping.
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(Note that a partition where the sets are allowed to overlap is called a cover; so apartition
isactually akind of cover. Wewill see coversagain later.) Fiengo and Lasnik claim that
thisrequirement is crucial to prevent (27) from being true in a scenario like the following:
four men arein acircle, and three of them are hitting a single man who is hitting the other
three back. Inthiscase our intuition isthat (27) isnot true, and the partitional requirement
captures this, since the man who is hitting the other three makes the subgroups of each-
the-other overlapping.

However, they also discuss a scenario in which it appears that even the partition
requirement is too strong. Thiskind of situtation is one in which someone walks into a
roomto find a"genera brawl" going on. Inthissituation, (28) isclearly false, but it seems
that (27) istrue, although it is perhaps not necessarily so clear what the partition should
be, and not so clear whether the partitions are really nonoverlapping. What this shows,
they say, isthat (27) admits akind of vagueness that (28) does not. They attribute this to
the fact that each other sentences can "characterize the entire set”, while each the other
sentences " characterize each member of the set” (p. 452).

In other words, they point out that the plural anaphor each other alows a kind of
vagueness that the quantifier each does not. The point here is that this differenceisvery
much like the difference we saw earlier between the D operator and the overt quantifier
every. | think it's also worth pointing out that the most plausible 'general brawl' scenario
involves many more than four men, and so their examples also show that the number of
individualsin the plurality we are talking about makes a difference.

Finally, Fiengo & Lasnik point out one other difference between each-the-other
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and reciprocal sentences, and attribute it directly to the close relationship between
reciprocals and plurals. The difference is between (31) and (32); (31) can describe the
situation explicated in (33) , but (32) cannot.

(31) Each of the cars bumped into the other
(32) The cars bumped into each other

(33) The Pontiac bumped into the Plymouth on Monday, and the Plymouth bumped into
the Pontiac on Tuesday.

It appears that (32) must refer somehow to asingle event, or at least to two events
in "the same general time span,”(p. 451) but (31) doesn't require this. This requirement,
they say, isn't restricted to reciprocal sentences, but follows "from the general semantic
properties of singulars and pluras'. (p. 451) While this characterization is vague and
suffers from some apparent counterexamples (the women left doesn't require that the
women all left at the same time) we would like an account that does justice to their
intiutions about the "general semantic properties of singulars and plurals’.

There are two main lessons to be drawn from Fiengo and Lasnik's work that are
important here. Firgt, their discussion brings out some of the differences between plurals
and universally-quantified expressions like each. These differences are not expected on
the D-operator account. A similar point is made by Langendoen (1978) and Dalrymple,
Kanazawa, Mchombo, and Peters (1994). Langendoen proposes several types of formulas
for capturing the truth conditions of sentences with reciprocals, and points out severa
different kinds of cases where the quantification involved is different from the kind of
quantification introduced by the universal quantifier each. Dalrymple et al take asimilar

approach to reciprocals.
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Secondly, Fiengo & Lasnik introduce the idea of a partition of a plurality. This
idea was used later by Higginbotham, who proposed that partitions can be used not just
in modeling reciprocals, but also simple plural sentences. This was picked up by Gillon
(1987) and later by Schwarzschild (1994, 1996), and it will prove important to us as we
proceed.

Fiengo and Lasnik's point about the differences between each other and each-the-
other isechoed and amplified in alater discussion by Williams (1992), which we will look
at here. But since Williams' paper isareply to Heim, Lasnik, and May (1991; hereafter
HLM), first we need to briefly summarize the ideas in the latter paper.
2.2.1.1 Williams, and Heim, Lasnik, and May

HLM propose in their work to use reciprocal each other as a probe into the
syntactic and semantic properties of anaphora, plurals, and quantification. The basic idea
isthat each other is built from each and other and its meaning and distribution should be
predictable from its parts: in particular, the quantificational force of each other should
derive from the fact that each moves and introduces distributivity, and the anaphoric
properties of each other should derive from the fact that each leaves atracein the position
next to the anaphoric and relational noun other.

HLM go on to propose how these elements of their analysis can predict the various
ambiguitiesthat are (and aren't) found with sentences with reciprocals. For example, they
discuss the following example from Higginbotham (1981).

(34) John and Mary think that they like each other.

There are at |least two readings available for this sentence. Oneis that John and
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Mary think the same thing: that John and Mary like each other. Another is that John
thinks that he likes Mary, and Mary thinks that she likes John. The availability of these
possibilities is explained in part by the possibility of each raising to attach to they or to
attach to John and Mary. In what is for the purposes of this discussion an important
decision, al of the examples HLM consider are cases where the antecedent of each other
denotes a plurality of just two, which they justify asa move to simplify the data.

Perhaps the biggest problem for this account is that it predicts that a sentence with
each other should always yield an each-the-other reading, because each is a distributive
guantifier®, Thisistrue for all of the data they examine but it is not true when a wider
range of casesisconsidered. AsFiengo and Lasnik had already pointed out, the reciprocal
relation will boil down to each-the-other whenever the antecedent of the reciprocal isa
group of two (or three), but when the antecedent is alarger group the truth conditions get
weaker.

Williams (1991), in hisreply, takesthis point even further. Williams callsthe case
of each-the-other "strong distributivity" and each other "weak distributivity," because he
argues that the 'weak' and 'strong’ distinctions are found not only in reciprocals, but with
plural noun phrasesin general. He cites Fiengo and Lasnik's examples (repeated here), and
adds to them the sentence in (37) .

(35) They were each hitting the others
(36) They were hitting each other

4 Strictly speaking, thisis not quite correct. HLM begin the article by supposing that the each of each
other isjust the same as floated each, but find reasons later in the article, and in their reply to Williams, to
back away from this position. It can be argued, however, that doing so makes their theory somewhat less
compelling, since then they are not so far from claiming that each other is simply a distinct lexical item,
rather than a complex constituent whose meaning is derivable from the meaning of its parts.



(37) They were hitting Bill

Herecallsthat (36) can describe a"general melee" which allows there to be non-
hitters among those referred to by they. The sameistrue for (37), Williams says. "itis
compatible with a situation in which there were some nonhitters.” (ie, among the group
picked out by they, p.162). Williams argues that the property of allowing weak
distributivity is shared by both plural noun phrases and reciprocal each other, and so the
meaning of each other is best explained, not by compositionally building it up from the
meaning of each and other, but by treating each other as an anaphor which must be
represented as a"plural variable."

Williams discussion is important here because he explicitly connects the
"weakness' of thereciprocal each other to the"weak distributivity" of plural noun phrases.
Wesak distributivity might be one way of capturing the phenomenon that | have here been
calling nonmaximality: it would capture the ideathat the property named by the predicate
distributes down to some, but not necessarily al, of the members of the plural. But
Williams unfortunately doesn't give us an explicit theory of how weak distributivity could
work. A more explicit proposal about how weak distributivity might work is given
in arecent paper by Y oon (1996) which is concerned with the truth conditions of donkey
sentences with plurals. Wewill ultimately decide that Y oon's theory is still not quite what
we want but she makes important arguments for the existence of weak distributivity that
we should consider here.

2.2.2 Yoon'stheory of the lexicon and weak distributivity

Y oon proposes that weak distributivity isnot a property of pluralsin general, but
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rather a property of certain classes of predicates. For example, compare the two sentences
in (38)-(39).

(38) Theglassesare dirty
(39) Theglassesareclean

In asituation where someone is setting atable for aformal dinner, she argues, (38)
would count as true even if only afew of the glasses are dirty; but for (39) to be true it
seemswe would say that all the glasses haveto be clean. The difference between (38) and
(39), according to Yoon, isthat dirty isa'partial predicate’ and clean isa'tota’ predicate.
Y oon argues that the distinction between total and partial predicates can be part of an
explanation for the proportion problem in donkey sentences like (40)-(41).

(40) Most boyswho had a baseball card in their pockets soiled it while playing in the
(41) mlj)(; boys who had a baseball card in their pockets kept it clean while playing in
the mud.

Suppose there are five boys, each of whom has three baseball cardsin his pocket.
The intuition about (40) isthat it istrueif three out of those five boys soiled at |east one
of their baseball cards. Thisisthe 'weak' or 'existentia’ reading of a donkey sentence. On
the other hand, (41) istrue, it appears, only if at least three boys kept all three of their
baseball cards clean; thisisthe'strong' or 'universal' reading of a donkey sentence. Y oon
points out that the weak and strong readings of the donkey sentences in (40)-(41)
correspond to the weak and strong truth conditions we assigned to the ordinary sentences
in (38)-(39).

She proposes that the weakness or strength of the sentence is due to a lexical

difference between the predicate dirty/soiled and the predicate clean, and that these
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predicates belong in two different lexical classes. total predicates and partia predicates.

They are defined as follows (p.224):

(42) If Pand Q areapair of lexicalized antonyms, and it holds that
a if P(x) & y=x -~P(y)
b. if Q(x) & x=y ~ Q(y)

then Pisatotal predicate and Q isapartial predicate, where c is the semantically

relevant part relation.

Since we are here considering only pluralities, and we take plural DPs to denote
sets, the "semantically relevant part relation” can be considered just the € relation. Yoon
isvery specific that (42) requires that "total and partial predicates come as pairs of lexical
entries." (p. 224) A predicate can be classified astotal or partial only if it hasalexicalized
antonym. Periphrastic negation does not count in determining total and partia predicates.

So Y oon proposes that the sentence the glasses are dirty only requires that some
of the glasses be dirty because this ‘weakness isalexica property of the partia predicate
dirty. At this point, then, we have one proposal for implementing Williams' idea of ‘weak
distributivity'. However, as Y oon points out, this classification doesn't completely explain
the possibility of nonmaximality (aswe are calling it) because in fact most predicates do
not come out as either total or partial predicates.

Y oon then goes on to discuss other factors that may influence whether a predicate
receives astrong or aweak interpretation. She uses (43) and (44) to argue that episodic

predicates are more likely to alow awesak interpretation than stative predicates.

(43) The children (who ate pizza here last night) got food-poisoned
(44) The children (who are playing in the garden) are eight years old.

The intuition is that there is a difference between (43) and (44) in that (43) less
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strongly requires each individual child to have gotten food poisoning than (44) requires
each child to be eight years old.

But while it is generally true that stative predicates yield a strong interpretation,
there are episodic predicates that also seem to prefer a strong interpretation, asin (45).
(45) The children walked to school

Y oon attributes the strength of (44) and (45) to the fact that the VP is a change of
state predicate. She finally concludes that there is a variety of factors that influence
whether an episodic predicate is interpreted strongly or weakly, including lexical factors
asin the total/partial distinction, and contextual factors.

| think Y oon isquite correct in arguing for the importance of context, but for Y oon
these contextual factors are supposed to be influential only for non-total or non-partial
predicates. (That is, only for the predicates that haven't already been lexically classified
astotal or partial.) That this might not be correct is aready pointed out in afootnote in
her article, in an example based on a suggestion from Manfred Krifka. The relevant case
isthe following.

Y oon classifies open asapartia predicate, in contrast to the total predicate closed.
But the idea that the partial/total distinction isjust alexical distinction is questioned by
Krifka (1996), with an example like the following. Imagine there is a safe in a high-

security building, behind three locked doors. If the outermost door islocked, but the inner

® The kind of example that motivates this classification of open is a sentence like (i) or (ii).
(i) If aman has a garage with awindow, he keeps it open
(if) Oh no, I left the windows open!
(i) can be true if most men have garages with two or three windows, but they leave only one open. (ii) is
felicitous in a situation where someone is driving away from their home on vacation and they suddenly
reaize they left just two windows open in their house, evenif their house has many more than two windows.
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two doors are open, then we would not normally say the doors are open, even though open
Is classified as a partial predicate so we expect that this sentence could be true in this
situation. In this case it seemsthat the context, namely a safe behind three big doors, plays
amore important role in determining the strength or weakness with which the predicate
isinterpreted. But for Yoon if apredicateis classified astotal or partia, it's not clear what
role context can play (if any) in determining the predicate's "strength” or "weakness." This
is perhaps in part because Y oon does not give an explicit proposal for how "contextual
factors' play arolein determining the interpretation of a sentence.

Another reason why we won't be able to use Yoon's proposal to capture
nonmaximality isthat for her, strength or weaknessisalexical property. Thisdoesn't help
us for anumber of cases we have been considering here. First,Y oon's own examples like
got food poisoned and built a raft, and Williams example were hitting each other, show
that the strong/weak distinction needs to be statable on complex predicates, not just lexical
predicates (see also Roberts 1987 for discussion on this point). But the proposal she gives
doesn't give an explicit way to do that. This problem is even worse for cases like the
distributive interpretation of ate a sandwich, because she doesn't make reference to any
explicit quantifiers so something more would need to be said in order to get the one-
sandwich-per-person reading.

Finally, | think that even the predicates that Y oon classifies as 'strong’ or 'total’ do
not necessarily require true universal quantification over all of the parts of the plurality.

For example, she cites the stative predicates like jazz and be from Texas as strong

predicates. But | think both of the following sentences allow for exceptions, especialy if
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the group of childrenislarge.

(46) Thechildren like jazz
(47)  The children are from Texas.

What this shows is that the distinction between the strong or universal reading on
the one hand, and the weak or existential reading on the other, is not fine-grained enough
to capture the somewhat vaguer effect that | have been calling nonmaximality.

Nevertheless, Yoon gives good arguments for a theory of plurality in which a
notion of 'weak distributivity' is part of the semantics. It's just that it appears from the
point of view of the data we are concerned with here that she doesn't go quite far enough.
We need two things that her account doesn't provide: a quantifier (for non-tota
predicates), and an account of the role of context that is as explicit as her account of the
role of lexical meaning in determining the truth conditions of a sentence with a definite
plural.

In the next section we will take stock of what we have learned about maximality
from the literature, and add some new observations of our own. Then we will look at a
completely different kind of approach to nonmaximality, one which treats nonmaximality
as avariety of collectivity. Thiswill require that we learn a bit more about theories of
plurals and collectivity.

2.2.3 Taking stock of nonmaximality
2.2.3.1 Nonmaximality is affected by lexical meaning

The first thing we have learned about nonmaximality, which we take from Y oon's

work, isthat the effect of nonmaximality isinfluenced by the predicate. To take just two

of Yoon's examples, something about the lexical meanings of predicates like got food
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poisoned and went to school makes the former allow nonmaximality more easily (and
perhaps to a greater degree) than the latter.
2.2.3.2 Nonmaximality is affected by the size of the plurality

Another factor influencing nonmaximality, which we saw from our discussion of
Fiengo and Lasnik's paper, isthe size of the plurality denoted by the subject DP. If the set
of people we are talking about is alarge set (say, the set of men in acrowded bar), then it
iseasier to alow weakened truth conditions than it is for a small set of people (say, Bill,
Sam, and Tom). The size of the plurality obviously depends on the context.
2.2.3.3 Nonmaximality affects collectives and distributives

A third point, which perhaps has not been stressed in the discussion so far, is that
nonmaximality can occur equally well with (at least some) collective predicates aswell as
distributive ones. For example, we have been using the following example to show
nonmaximality with distributive predicates.
(48) The boys ate a sandwich

But of course this sentence can also be interpreted collectively. And on its
collective reading it also allows nonmaximality. If Adam, Bill, Chris, and Dan are the
boys, then (48) can be true even if Chrisdidn't eat any part of the sandwich at all.
2.2.3.4 Nonmaximality is quantificational

A fourth, and very important point, isthat the sentence in (48) shows that we need
aquantifier in our representation, to account for the one-sandwich-per-boy reading. But
we also need that quantifier to be able to be weakened appropriately, to account for the fact

that ate-a-sandwich doesn't have to distribute down to every single boy. So it appears that
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nonmaximality may be a quantificational effect; but it is worth pointing out that it is not
obvious how to reconcile thisidea with the fact that nonmaximality is also possible with
collectives, which at this point, by hypothesis, involve no quantification. 2.2.3.5 The form
of the DP interacts with nonmaximality

Here | want to add some new observations about plurality and nonmaximality that
| will add to those we havejust seen. First, it appearsthat the linguistic form of the DP can
affect how easy it isto get nonmaximality. For example, compare the sentences in (49)-
(50).

(49) Thegirlsate asandwich
(50) Alice, Betty, Carmen, and Diane ate a sandwich

| think that it is much harder to allow nonmaximality for the second sentence than
for the first sentence, even if we take the two subject DPs to be coreferent. The reason
seems to be that if we went to all the trouble of mentioning Alice, Betty, Carmen, and
Diane by name, it is hard to exclude them.
However, it is not completely impossible to exclude people named in a conjoined
DP. The following example from Lasersohn (1990:47) shows that with a rich enough
context nonmaximality can apply evenin thesetypesof cases. | quote Lasersohn at length:
Imagine a comptetition in which teams are required to attempt various stunts,
including lifting a piano. John and Mary form one team, Bill and Susan form
another. During the competition, John lifts the piano; meanwhile Mary performs
one of the other stunts, say shooting herself out of acannon. When Bill and Sue's
turn arrives, they succeed in doing almost all the stunts that John and Mary did, but
fail at lifting the piano, and therefore lose the competition. In this sort of situation,
it seemsfair to say that John and Mary won the competition because THEY lifted
the piano, while Bill and Sue didn't. Thisis despite the fact that Mary played no

rolein the actual lifting.

In other words, given Lasersohn's scenario, the sentence below can be judged true,
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precisely because the fact that John and Mary form ateam is so salient.
(51) John and Mary lifted the piano

So even though DPs that are conjoined proper names tend not to allow
nonmaximality, in the right context this tendency can be overridden. Thisis somewhat
similar to the case of Y oon's partial and total predicates, where we found that there, too,
arich enough context could lead to the overriding of the semantics we expect for a partia
or atotal predicate.
2.2.3.6 All isincompatible with nonmaximality

In this chapter we have not specifically discussed all very much but in our
discussion of nonmaximality we should recall that all is the reason we are concerned with
nonmaximality in thefirst place. We saw in Chapter 1 that all has amaximizing or totality
effect. Another way to think about this, from the point of view of the discussion in this
chapter, is to say that all is incompatible with nonmaximality; it's a kind of
nonmaximality-canceller.
2.2.3.7 "Maximality" isan implicature

Finally, we can apply standard tests for implicature versus entailment to sentences
with definite plurals, and when we do, we find that the purported maximality of definite
pluras comes out as an implicature, rather than an entailment. For example, the
"universal" force of plural definitesis cancelable without contradiction. (Grice; see also
Levinson 1983, Horn 1989) Compare (52) and (53) (both allow either a collective or a
distributive reading) with the infelicitous (54).

(52) The boys ate a sandwich, but Adam didn't/but not all of them.
(53) Thegirls gathered in the auditorium, but Mary was in the bathroom /but not all of
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them.
(54) #John managed to solve the problem but he didn't solve it.

The alleged universal force is also reinforceable without redundancy (Sadock

1978).

(55) Theboys--infact, al the boys -- ate a sandwich

(56) Thegirls--infact, all the girls-- gathered in the auditorium
(57) #John managed to -- and in fact did -- solve the problem

If the apparent maximality of these sentences is a conversational implicature, this
suggests that maximality/nonmaximality has a pragmatic character.

Recall that we saw above that Kroch (1975) argued from the inféicity of (58) that
definite pluralsreally are universally quantified.

(58) #Although the townspeople are asleep, some of them are awake.

However, if in fact the universality of quantification over the townspeople is an
implicature, we wouldn't expect that the construction in (58) should be able to cancel it.
Only certain locutions can be used to cancel implicatures (I thank Veneeta Dayal for
pointing this out to me). (59) is equally awkward in its attempt to cancel the "not-all”
implicature of some.

(59) #Although some people are aseep, all of them are asleep.
2.2.4 Desiderata for atheory of plurality and nonmaximality

So from our discussion so far, we can extract two important desiderata for atheory
of plurality and nonmaximality, which are given in (60)

(60) Desideratafor atheory of plurality and nonmaximality:

a. The theory should make use of a quantificational operator

b. The theory should make room for both lexical and pragmatic factors

In crafting atheory of nonmaximality, we need to keep these desiderata in mind.
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However, the mainstream view of nonmaximality in the literature on plurality does
not take these ideas as central; it takes a very different approach to nonmaximality.
2.3  Caollectivity in theories of plurals

In the many different works on plurality cited at the beginning of this chapter, a
rather different approach to nonmaximality from the one suggested by Yoon's and
Williams work prevails. Instead of proposing akind of weak distributivity, these theories
treat nonmaximality as essentially a variety of collectivity. I'll call thistype of approach
to nonmaximality the 'groups approach'.® Since on this approach nonmaximality is a
subcase of collectivity, rather than aweakened form of distributivity, to see how this type
of approach works we need to return to the issue of the distributivity/collectivity
distinction.

Recall that we have proposed that the difference between (61) and (62) is the
presence (61) or absence (62) of a D operator on the VP.

(61) George and Sandraleft
(62) George and Sandra are a happy couple.

But this has been something of asimplification. There are more issues surrounding
D operators and how they are used on the one hand, and collective readings (ie, absense
of aD operator) and when they are licensed on the other, that we have not yet discussed.

To look more closely at these issues, we need to look more closely at the literature on

® Landman used the term 'group’ in avery technical sense, but not all proponents of the groups approach
to nonmaximality believe in Landman's theory of Groups. So to distinguish the two | will write Groups
whenever | mean Landman's technical term and groups when | am referring to a type of approach to
nonmaximality. It isunderstandableif the reader finds thisto be less-than-perspicuous. But in the large body
of work on plurals, most of the terms that could be used to refer to plurals, including plurals, sums,

pluralities, bunches, and groups have already been used in avery specific way by one author or another.
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plurals, and in particular at the papersin which the issues of distributivity and collectivity
are discussed.
2.3.1 Link

I'll begin with an influential paper by Link (1983). Init he proposed that modeling
plurality using lattice structures would capture several important properties of sentences
with plural terms. The phenomenaheisconcerned with arefirst, the distributive/collective
distinction, which we have already seen. Secondly, there is the property of cumulativity;
thisisthe fact that (63) and (64) together entail (65).
(63) George and Ringo are pop stars
(64) John and Paul are pop stars
(65) John, Paul, George and Ringo are pop stars

Finally, Link proposes that a desireable semantics of plurals should capture the
similarity between plural terms and mass terms because mass terms aso show

cumulativity, as shown in the entailment from (66) to (67).

(66) The stuff in my cup istea, and the stuff in your cup istea.
(67) The stuff in my cup and your cup istea.

To capture all of the above, Link proposes that a lattice structure be used to model
plural and mass terms. There are two main reasons for doing this.

Thefirstisthat in traditional treatments of plurals (Link cites Bennett 1975 in this
regard) there is a distinction between singular terms, which denote objectsin amodel, and
plural terms, which denote sets of objects. However, in natural language the vast mgority
of predicatesfreely take both singular and plural arguments, so it would appear that if we
treat plurals as sets, we would have to complicate the grammar with two entries for every

predicate (one for singular or one for plural) or with some sort of operation that will
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transform singular predicatesinto plural predicates. (But note that Scha (1981) dealswith
this problem in a set-theoretic model by proposing that individual terms denote asingleton
set, so both singular and plural terms denote sets in his model.) In a lattice structure,
singular terms denote individuals, and plural terms denote sum individuals: both are of
the same logical type. So, Link argues, we are not forced to make a distinction that
appears to be unwarranted.

Secondly, and less importantly for our purposes, the use of lattices allows us to
model the semantics of plurality and the semantics of mass terms with the same system,
thus capturing the similarities between them.

Link incorporates lattice structures by requiring that the domain of individuals be
a complete join semilattice. That means it consists of a set of individuals E which is
closed under a summing operation +.” The summing operation combines two individuals,
say aand b, and yields athird individual, a+b, which can be read, "the sum of aand b".
The important point for Link isthat a, b, and atb are all the same type of object in the
model. Link also proposes apartial ordering relation, <, ® and aplurality operator on one-
place predicates, *. To seewhat al thisdoesfor us, consider just asmall part of a model
asisshownin (68). (68) E={a b, c, atb, atc, b+c, atb+c}

[gir']={a&, b, c}

The star operator * can apply to the denotation of girl to yield a plural denotation,

! Redly @ for Link; he defines several different sorts of sum operations, but the differences between
them don't concern us here.

8 Reslly <; for Link, because the relation we want here isthe individual -part relation. Link distinguishes
between i-parts, m-parts (mass parts) and "the materia part-whole relation”. Since we are only concerned
with i parts here | will leave off the subscript.
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ie, the denotation of girls. When it applies to a one-place predicate it yields a set that
containsthe individualsin the singular denotation plus all the sums of individuals that can
be formed therefrom. Thiswill yield (69) as the denotation of girls.

(69) [*qgirl] ={a b, c, atb, atc, bt+c, atb+c}

Finally, the < operator isin some sense the inverse of the + operator, because the
following holds: if x<y then x+y =y. To use the examples from our model, at+ (a+b) =
atb, and a<atb. In other words, the sum of theindividual aand theindividua at+bisagain
atb.

The < operator is aso useful in establishing a formal distinction between
individuals that are sums, and individuals that are 'singular’ in the common-sense notion
of theterm. Although we are treating plural and singular expression as denoting the same
sort of entitity, we will still sometimes want to distinguish the two. So we will call a
'singular’ (in the everyday sense of the term in which | am asingular entity and a pencil is
asingular entity, etc) individual an 'atomic' individual. An atomic individual is defined
asfollows.

(70)  Anindividua x isatomic iff Vy[y<x-y=X]

Link uses the lattice structure of the plural and singular domain to define a
supremum operator, o, which captures the meaning of the definite description. The o
operator picks out the maximal individual in a predicate's denotation; thisis defined as
theindividual x such that for some predicate P, every individual y in Pis such that y<x.
Where the extension of the predicate is a singleton, oxPx will pick out the unique

individual inthe extension of P. Where the extension of the predicateis plural, ox* Px will
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pick out the maximal individual in the extension of *P: in the case of the girlsin our
model above, thiswould give ustheindividual atb+c. (Theideaof treating the definite
determiner as a maximality operator was aready proposed by Sharvy 1980.) Note that in
the model above, the girl fails to denote because there is no object in the extension of girl'
of which every other object in the extension is a part.

In his 1983 paper, Link proposes that not al plural predicates should be translated
with the * operator: only lexicaly distributive predicates should be. So, for example, a
lexically distributive predicate like die, when applied to an argument that is a plural
individual (henceforth: asum), isstarred, asin (72).

(71) Thepigsdied
(72)  *die(ox*pig'(x))

However, a predicate like gather takes a sum argument but is not distributive, so
(73) istrandated asin (74).

(73)  The children gathered in the hall
(74)  gather'(ox*child'(x))

This distinction between * and no * corresponds to the semantics we have been
using so far, in which distributive predicates have a D operator and collectives have no D.
But Link's original proposal about D operators was a bit different from the use | have put
it to here.

For Link, the D operator was originally proposed to account for distributivity on
apredicate that is not lexically distributive like die, but ambiguous between a distributive
and a collective reading; we've seen examples of these like build a raft and eat a

sandwich. Another exampleiscarry the piano upstairs. This predicate can be applied to
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an atomic individual or to asum; (75) can mean either that John and Bill each carried the
piano upstairs in separate events, or that they carried it together.
(75) John and Bill carried the piano upstairs

Since carry isambiguous in this way, we cannot represent the predicate carry with
a* operator, becauseitisnot lexically distributive. Link instead introducesthe D operator
to mark distributivity in these cases. It can be applied to a predicate like carry the piano
toyield adistributive reading. So on its collective reading, (75) istrandated as (76), and
on itsdistributive reading, as (77).

(76) carry'(j+b)
(77)  Pcarry'(j+b)

At this point we have a model which includes two types of individuals: plural
individuals (sums) and atomic individuals. In later work, Link (1984) proposes that we
need a new kind of individual in the model: something that's made out of a plural
individual, but that behaves like an atomic individual. He proposes to capture this by
introducing theideaof a'group’: agroup isa sum that has been ‘closed off". It isderived
from asum, but it istreated as an entity that has no parts; that is, as an atomic individual.
The type of sentence that motivates thisanalysisis given in (78).

(78) George and Martha and Nick and Honey hate and humiliate each other.

This sentence can mean that George and Martha on the one hand, and Nick and
Honey on the other, are couples who hate and humiliate each other. The point is that the
'hating and humiliating each other' is distributed down to the separate couples. Thisis not
captured by either of the following trandations that we so far have available to us, in (79)

and (80).
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(79) hate.e.0.'(g+m+n+h)
(80) Phate.e.0'(g+m+n+h)

The expression in (79) means that al of the four individuals are in the
‘hate.each.other' relation, but this is not so in the scenario Link is concerned with
(although it is of course possible); only the couples are in that relation. (Note that a
partition analysis of each other would solve this problem for us, but Link doesn't consider
this possibility; but thisis essentially what Schwarzschild 1994, 1996 will propose later.)
On the other hand, the expression in (80) means that George hates each other, Martha hates
each other, etc., which is nonsense.

To solve this problem, Link introduces the ideaof a"group”. The operator that
takes a sum into agroup is represented as! (thisis actually Landman's 1989 symbol but
| adopt it here for convenience). A group is"made out of" aplural individual (ie a sum)
but its part structure is 'erased' by the 1 operator. Thus a group behaves like an atomic
individua: it has no parts for adistributivity operator to operate on. This means that we
can trandlate (78) as (81).

(81) Phate.e.0'(1(g+m)+1(n+h))

The tranglation in (81), Link argues, represents the meaning of (78) that we are
after. The property of hating each other distributes down to the group of George and
Martha, and the group of Nick and Honey.

So now we have amodel in which aplural term can denote either asum or agroup.
Recall that we trandated (82) as (83).

(82) The children gathered in the hall
(83) gather'(ox*child'(x))
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Now that we have groups in our model, we expect that there should be another
'reading' of (82) available, namely (84).
(84) gather'(1(ox*child'(x))

In other words, there should be an ambiguity between a collective reading (which
concerns a sum) and a group reading (which concernsa group). But it's not clear that this
ambiguity really exists, and thisforms part of the basisfor Landman's (1989) criticism and
revision of Link's theory.

2.3.2 Landman'stheory: Groups

Landman (1989a) argues that the distinction between collective and group
readings is not well motivated, and proposes that all collectivity be represented in terms
of Groups. (Here I will begin using Groups with a capital G to refer both to Landman's
theory and to the formal object in histheory.) He furthermore argues that the distinction
between the * and the P operator is not well-motivated for the following reason. Link
introduces the * operator to capture cumulative inference, but for any sentence that is
distributively true, cumulative inference also holds; distributivity and cumulativity are
essentialy "two sides of the same coin”. Link's system, with both a pluralization operator
and adistributivity operator, fails to capture this generalization.

To solve these problems, Landman introduces a system of plurality where
predication of a sum is always distributive predication, and predication of a Group is
always collective predication. This means that a sentence with a distributive reading is
aways trandated as predication of a sum to a starred predicate, and a sentence with a

collective reading is always trand ated as predication of a Group to an unstarred predicate.
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So the two readings of (85) are trandated as (86) and (87) in Landman's system.
(85) John and Bill carried the piano upstairs
(86) *carry'(j+b)

(87) carry'(1(j+h))

To make the proposal clear, it is perhaps worth pointing out that for Landman, the
expression in (88), which is consistent with our earlier proposal (section 2.1) for
representing a collective reading, isill-formed. Verbal predicates only have individuals or
groupsin their extensions, and j+b isa sum.

(88) carry'(j+b)

So Landman's system is one in which the distinction between collectivity and
distributivity isrigidly codified: only acertain kind of NP can be interpreted distributively
(namely, a sum), and it must be predicated of a certain kind of VP (a starred predicate).
Likewise, only acertain kind of NP can be interpreted collectively (a Group), and it, too,
must be predicated of a certain kind of VP (a hon-starred predicate).

Landman also argues that the use of latticesisnot crucia in modeling the meaning
of plurals. It is possible to give the set-theoretic equivalents of the crucial lattice-
theoretical operations that Link uses (for example, + is set union, and < means subset-of
or element-of). He further argues that the class of |attices that can always be mapped onto
a set-theoretic equivalent is a subset of the possible lattice structures, and it is just this
class of lattices that can be used to model the semantics of plurals. Thisfact, he argues,
Is more naturally explained by using sets to model the plural domain, rather than using
lattices and placing a stipulative restriction on the kinds of lattices that can be used.

The only thing we lose by using setsto model pluralsisthe similarities to the mass
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domain, because while sets are made up of atomic elements, mass terms do not have
elements of the same sort. But Landman says that he is 'reluctant’ to accept this as a
knock-down argument that we must use lattices. (And see Chierchia 1995 for recent work
in which the semantics of mass nouns is represented set-theoretically.) Since he is
concerned in his paper only with plurals, he essentially sets aside the mass domain as a
separate issue. We will follow Landman in this respect, and of course we have already
been treating the plural domain as set-theoretic rather than lattice-theoretic.

Now we have Landman's proposal for representing the collective/distributive
distinction, so we can return to the other problem we began this discussion with, the
nonmaximality problem. In amodel of plurals that includes Groups, can we use Groups
to handle nonmaximality?
2.3.2.1 Nonmaximality on the groups approach

In alater paper Landman (1996) makes very explicit arguments that we can and
should use Groups to handle nonmaximality. His system of Groups and distributivity
aready treats collectivity and singular predication on a par: both are cases where an
atomic individual is the subject of a predicate.

Landman argues that this similarity accounts for nonmaximality. For example,
consider the sentencesin (89)-(90).

(89) John touched the ceiling
(90)  The boystouched the ceiling.

(89) will be considered true even if John just reached up and touched the ceiling
with his hand (in fact thisis perhaps the most likely scenario in which it istrue). Itisnot

necessary that John's entire body be in contact with the ceiling; just one part of him,
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namely his hand, will do.

Now consider (90) in a scenario in which the boys form a human pyramid so that
the topmost boy can reach the ceiling. In this scenario it seems the sentence can be judged
true. Landman argues that the way we verify the sentence astrue in this situation does not
have to do with distributing the predicate touch down to one or more individuals who
make up the collection of boys. Instead, he argues, just like part of John's hand touching
part of the ceiling is sufficient to make (89) true, part of the boys touching part of the
ceiling is sufficient to make (90) true. In other words, nothing special needs to be said
about plurality here; in particular we don't need to invoke distributivity. Collective
predication can be thought of as "collective body" formation, and a collective body
behaves semantically just like aphysical body.

Another example that Landman discussessis duein part to examples discussed by
Lasersohn (1990). Lasersohn discusses cases where we are willing to give "team credit”
to agroup of individuals for some action that is actually performed by just one, or just
some, of theindividualsin that group. We saw one case earlier with John and Mary lifting
the piano. Another example of thisis given below.

(91) The gangsterskilled the stool pigeon.

It is possible that the stool pigeon was shot by just one of the gangsters, but
neverthelesswe are willing to say that this sentence istrue by virtue of that action, because
the gangsters act as a team.

This type of approach to nonmaximality is not unique to Landman's proposal.

Other authors, who do not use Landman's type of Groups, propose asimilar approach. For
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example, the proposals of Lasersohn (1990, 1995) and Schwarzschild (1996) have in
common that plura noun phrases may denote only one type of entity and the
distributive/collective distinction is represented by the presence or absence of aD operator
ontheVP. (Notethat for Lasersohn plurals always denote groups, although they're not the
same as Landman's Groups, and for Schwarzschild plurals aways denote sums.) In fact
thisisjust the basic theory of distributivity/collectivity that | sketched earlier in section
2.1. Both Lasersohn and Schwarzschild propose that there are some kinds of cases where
nonmaximality should be treated as a kind of collectivity (that is, plura predication
without distributivity), so in this respect they are in agreement with Landman.

The groups approach to nonmaximality can be summarized asfollows. A pluraity
(whether it be a Group, a group (Lasersohn) or a sum (Schwarzschild)) is a type of
individual, and it can be the subject of a predication. When a plurality isthe subject of a
predicate, we expect that whatever inferences follow from that should be attributable just
to the nature of the predicate and the fact that the group is plura. No appea to
distributivity is needed for these cases. Nonmaximality is essentially just a subcase of
collectivity.
2.3.2.2 Problems with the groups approach to nonmaximality

The groups approach to nonmaximality clearly does not meet at least one of our
desideratafor atheory of nonmaximality: it does not involve quantification.

In this section | will criticize the groups approach to honmaximality on three
different grounds, including pointsthat are related to our desiderata of sections2.2.3-2.2.4.

| criticize Landman's proposalsin the most detail, because he has offered the most detailed
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argumentsin favor of the groups approach. But the arguments given here apply generally
to the groups approach, not just to Landman'’s theory.

The first problem is that we find, if we look at an array of examples that are
"collective" (ie nonmaximal) that we have to make contradictory assumptions about
whether or not collective predication isjust like singular predication.

Since on the groups approach nonmaximality is supposed to be the result of
collective predication, and since collective predication isatype of singular predication, we
expect that nonmaximality effects will have the same distribution as "part of" effectsin
singular predication. Landman argues that the ‘touch the ceiling' case shows this to be so.
But there are examples where this prediction is not met. Consider the sentencesin (92).

(92) a Thesoldiers of the 4™ platoon were captured by the enemy
b. Bill was captured by the enemy

The (a) sentence in (92) can be true if one or two of the soldiers managed to get
away without being captured; in other words, it exhibits nonmaximality. But (b) shows
no such part-of effect. Thisisunexpected if a"collective body" is, semantically speaking,
the same thing as a"physical body", as was claimed earlier.

Other examples that seem to show a difference between singular and collective
predication are the following.

(93) a Jane knows the answers to these questions
b. Jane knows the answer

Imagine a context for the (a) sentencein which we are looking at alist of a dozen
guestions. Then the sentence can be considered true even if Jane doesn't know the answers

to one or afew of them. But on the other hand, suppose that the context for (93)bisalong
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complicated mathematical problem that has several subparts. (93)b can only be true if
Jane knows the answer to the entire problem including all of its subparts.

Similar problems arise for the examples in (94)-(95). The (a) examples contain a
singular argument that can plausibly contain salient "parts’ (panesin awindow, parts of
along exam) but the sentence seems not to allow the possibility of applying the predicate
to just some of these parts. These contrast with the (b) examples, where nonmaximality
ispossible.

(94) a Theexplosion shattered the window
b. The explosion shattered the windows

(95) a Polly graded the exam
b. Polly graded the exams

Now, Landman considered this type of counterexample to the groups approach, and
argues that they are not really counterexamples. Landman argues that the differences
between the (a) and the (b) sentences do not force us to abandon the idea that collective
predication is the same as singular predication. The differences between the (a) and (b)
sentences, he says, are attributable "to the differencesin the rel ation between [singularities]
and [their] parts and collections and their parts.”" (p.430)

But this contradicts the earlier claim that "collective bodies' are just like "physical
bodies'. Evenif he did not intend that particular claim to be fully general (for example,
isamath problem with many parts a"physical body"?), the contradiction in the systemis
still there. We begin by claiming that collective predication is exactly the same as
individual predication; in particular, we claim that the part-of relation between individuals

and collections is analogous to the part-of relation between atomic individuals and their
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"parts’ (in the sense that my arm is part of me). We find examples where this appears to
be difficult to maintain. We then claim that collective predication is not exactly like
individual predication, after all; the parts of a plural individual are alittle bit different
from the parts of an atomic individual. The "part of" notion at work here must
simultaneoudly treat the parts of pluralitieslike the parts of individuals, and treat the parts
of pluralities differently than the parts of individuals.

Notice that on a weak distributivity theory of nonmaximality, the difference
between plural individuals and atomic individuals is distributivity. So atheory of weak
distributivity would do some work for usin distinguishing the (a) cases from the (b) cases.

The second problem is that the groups approach doesn't help us capture
nonmaximality in the cases where we have evidence that a universal quantifier is taking
scope over an existential, as in the familiar (96).

(96) The boys ate a sandwich

Itisof course possibleto interpret (96) distributively (one sandwich per boy) and
at the same time alow the sentence to be true even if, out of alarge group of boys, Billy
and Jimmy didn't eat a sandwich because they weren't feeling well. The groups approach
to nonmaximality would tell usthat (96) istrandated as (97).

(97) ate.asandwich'(1(the.boys))

This sentence can only be true in a scenario where the boys shared a single
sandwich. Asit stands, the groups approach cannot predict the fact that (96) allows for
there to be many sandwiches, but not necessarily a sandwich for every single boy. This

Is precisely the kind of case that led us to conclude that a theory that captures
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nonmaximality must include a quantificational component.

Finally, the groups approach to nonmaximality cannot help us with our original
problem with all, which was brought to light in Chapter 1. Recall that the problem with
all is explaining its maximizing effect with both distributive and collective predicates.
Since on the groups approach nonmaximality is just a species of collectivity, thereisno
way in this approach to distinguish between a nonmaximal collective reading and a
maximal collective reading. Both are simply represented as collective predication. But
all makes exactly thisdistinction: it is compatible with amaxima collective reading, and
incompatible with anonmaximal collective reading. Since the groups theory gives us no
way to distinguish between the two, it won't help us discover the meaning of all.

So | conclude that the groups approach to nonmaximality is not a good way to
handle nonmaximality. It does not seem to capture the things we need a theory of
nonmaximality to capture.

In Chapter 3 we will develop a theory of nonmaximality that does meet our
desiderata.  That theory will be an adaptation of Schwarzschild's "generalized

distributivity", which crucially for usinvolves distributivity with a pragmatic component.
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Chapter 3

Capturing Nonmaximality and the M eaning of all

3 I ntroduction

In Chapter 2 we discussed the phenomenon of nonmaximality in detail and argued
that the following two desiderata should be met by atheory of the interpretation of definite
plurals in order to capture nonmaximality: the theory should have a quantificational
component, and a pragmatic component. Then we looked at the groups approach to
nonmaximality and found that it didn't adequately account for the full range of phenomena
associated with nonmaximality, mostly because it treated nonmaximality as the absense
of quantification (ie, akind of collectivity).

In this chapter we will develop atheory of distributivity that captures the features
of nonmaximality discussed in Chapter 2. We will then go on to see how this theory of
distributivity makes possible a novel idea about the meaning all and both, and show that
this proposal about all and both captures a wide range of facts about the meaning and
distribution of these floating quantifiers.

3.1 Acriticismof Groups (not groups)

In section 3.2 we will adopt a variation of the theory of plurality proposed by
Schwarzschild (1996). But in order to appreciate the use that we can put that theory to,
we need to first reexamine a debate over the use of Groups (Landman 1989) to represent
the semantic "ambiguity" of DPs between collective and distributive readings.

In Landman's account, the dividing line between distributive and collective
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predication is expressed both on the NP and on the VP, distributive predication is
predication of a sum to a distributive VP, and collective predication is predication of a
Group to anon-distributive VP. The motivation for introducing this structure is to handle
examples like the following (the examples are from Schwarzschild 1992; but note their
similarity to the exampleswe saw from Link'swork in Chapter 2, section 2.3.1, ie. George
and Martha and Nick and Honey hate and humiliate each other.)

D The cows and the pigs are separated

2 The young animals and the old animals are separated

(©)) The animals are separated

Suppose that all of the animalsin our discourse are just the cows and the pigs, and
among them are old and young cows, and old and young pigs. Thenif (1) istrue, it seems
we don't want to say that it follows that (2) is true (although we probably do want to say
that (3) follows). Thisis someting we would like our semantics to capture.

If we treat conjunction as set union (which is the set-theoretic equivalent of the sum
operation familiar from Link's proposal), then without groups the two noun phrases the
cows and the pigs and the young animals and the old animals are in this context
coreferent: they each are coreferent with the noun phrase the animals. If the cows denotes
a set, and the pigs denotes a set, then the union of these sets is the set containing all the
animals. But of course this is also the denotation of the young animals and the old
animals, by the same reasoning. This means that in fact the unwanted inference would
be predicted to go through: (1) would entail (2).

Groups are the firewall that prevents this inference from going through, because

the union of the Group of cows and the Group of pigsisjust the set containing the Group
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of cows and the Group of pigs. Thisis, of course, not the same set as the set containing
al the animals, and it is not the same set as the set containing the Group of old animals
and the Group of young animals. So if we have Groupsin our system, the truth of (1) does
not license the inference that (2) istrue, which seems to be the right result.

However, Schwarzschild, in his criticism of Landman, points out that there are
sentences where this sort of inference does go through, though thisis not predicted if, as
the Groups approach proposes, the cows and the pigs, the young animals and the old
animals, and the animals are not coreferent. For example, (4) does seem to entail (5) and
(6).

4 The cows and the pigs filled the barn to capacity
5) The young animals and the old animals filled the barn to capacty
(6) The animals filled the barn to capacity

To capture the inferences here, we need to introduce type lifting operations that will
alow the (here) collective predicatefill the barn, which appliesto first-order Groups asin
(4), to apply to higher-order Groups asin (5) and (6).> Furthermore, we need a condition
that tells us that if the predicate can truthfully be applied to the Group the animals, then
the higher-order versions of the predicate should truthfully apply to higher-order Groups
that are formed from the same individuals as the animalsis.

It should be clear that the point of introducing these sorts of rulesisto eliminate

the distinction between the Groups in question in (4)-(6). But if we need to eliminate the

distinctions in some cases, we might wonder whether the distinctions were well-motivated

! The Groups denoted by the DPs the cows and the pigs, and the young animals and the old animals are
higher-order because they are themselves composed of Groups.
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to begin with. Schwarzschild argues that they are not. He argues that even the cases that
were originally supposed to motivate the existence of Groups turn out to make an argument
against them.

For example, if we return to the examples we saw at the beginning of this section,
Schwarzschild argues that while (7) does not apparently entail (8), it does entail (9).

@) The cows and the pigs were separated
(8 The young animals and the old animals were separated
9 The animals were separated

Although (7) isamore informative statement than (9), sinceit provides information
about how the animals were separated, it is nevertheless true that (7) entails (9). This
means that we also need to introduce a type-shifting operation that would lower the type
of separate so that it can apply to the Group the animals, and furthermore we need a
condition that says that if the original form of separate can be truthfully applied to the
cows and the pigs, then the lowered form of separate will truthfully apply to any lower
type of Group that is made out of the same individuals as the higher-order group the cows
and the pigsis ultimately composed of. Again, we need to obliterate the distinctions that
Groups impose, but in this case we are going ‘down'’ in types, rather than up.

At this point the motivation for Groups looks rather weak, and Schwarzshild argues
that we should abandon the use of Groupsin our semantics. But till we need to account
for the examples that originally motivated Landman's use of groups. An explanation for
these will be given in the next section.

3.2  Schwarzschild: generalized distributivity

Schwarzschild (1996, 1994, 1992) proposes that the distributivity/collectivity
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digtinction doesn't work in quite the way we have been assuming. Up until now we have
been assuming that a predicate is either interpreted distributively, in which case the
property it denotes is distributed down to each atomic individual in its plural subject, or
collectively, in which case there is no distributivity. But Schwarzschild, following
Higginbotham (1980), Gillon (1987) and others, points out that there are predicates that
can be true on a reading that we can call 'intermediate’ distributivity — that is,
distributivity down to subpluralities of the plural subject but not "all the way down" to
atoms. Furthermore, and crucially, the relevant subplurdities are pragmatically
determined.

Here theidea of a cover, introduced in our discussion of reciprocals in Chapter 2
(section 2.2.1), will prove useful. Covers give us aformal way to make the D operator
range not only over atoms of a plurality, but subpluralities of a plurality. Schwarzschild
argues quite persuasively that the relevant cover that the D operator will range over is
determined in large measure by the context of utterance: whatever subpluralities are
salient in adiscourse, those will make up the "cells" of the cover. Let'sfirst look at how
Schwarzschild's proposed semantics works, and then come back to the arguments in favor
of using covers as part of the meaning of the D operator.

Schwarzschild callshis D operator Part, for partition, and he proposes that the Part
operator is always accompanied by a context-dependent domain selection variable he calls
Cov, because the value assigned to the variable always takes the form of a cover of the
universe of discourse. Because a sentence can contain more than one Part operator, each

with its own Cov variable, Schwarzschild assumes that each Cov variable may carry a
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different index (and see aso the discussions of Westerstahl 1985 and von Fintel 1994 on
guantifiers and their domain restrictions).

For now | will adopt Schwarzschild's use of the term Part but it isimportant to keep
in mind that the Part operator isjust akind of D operator.

Let us see how the Part operator and Cov work together in the interpretation of a
sentence with the following example.
(10)  The boysare hungry

In trandation, Part applies to the plural predicate be hungry, just the way a D
operator does, yielding (11).

(11) (Part(Cov,)(hungry"))(the.boys)

The meaning of the Part operator is quite similar to the meaning of the D operator.
(Because we aways interpret expressions relative to a model M and an assignment
function g, | will leave off these superscripts.)

(12) Part =4 APAXVY[yeCov; & ycx & ~P(X)]

Using this definition of the Part operator, (11) would be interpreted asin (13).
(13) Wx[xe[Cov,] & xc[the.boys] - xe[hungry']]

Note that the universal quantifier contributed to (13) by the Part operator has two
conditionsin itsrestriction: x must be a subset of the boys (with the D operators we have
previously seen, x isrequired to be an element of the boys) and x must be an element of the
cover assigned to the variable Cov.

In order to evaluate the truth conditions of (13), we must assign avalue to Cov, and

to do that we have to have a universe of discourse to refer to. A universe U and some
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possible covers of the set of singularities of U isgivenin (14).
(14 U={ab,c st {ab},{ac} {as}, {at}, {ast}..}
[the.boys] = {ab,c}

1= {{a,{b},{c},{st}}

J= {{a,{c}, {bst}}

K= {{abc},{st}}

L= {{ab}, {cst}}

Suppose the context assignsthe value | to Cov, in (13). Then the sentence will be
interpreted exactly asit would be on aLink or Landman-style semantics with aD operator,
because since each boy occupies a singleton set of the cover assigned to Cov,, each boy is
asserted to bein the extension of be hungry. Here | follow Schwarzschild in assuming that
an individua and the singleton set containing that individual are indistinguishable from
the point of view of natural language semantics. (He calls thisidea Quine's Innovation
after Quine 1980; see Schwarzschild 1996 for details.)

So assignment of acover like | to Cov, in (13) leads to what we have been calling
a distributive interpretation of the sentence. Note that we must assume that lexical
semantics plays some role in constraining the felicity of certain types of covers. For
example, if we take be hungry to be a predicate that only applies to atomic individuals,
then we must assign a Cov that has singleton cells, or else we would have a sentence that
would be doomed to be false (because there are no sets of boys in the extension of be
hungry, only individual boys). Likewise, as we will see shortly, the fact that mixed-
extension predicates allow singleton or non-singleton cellsis information that comes from

the predicate itself: a predicate like eat a sandwich can apply to a plurality or to a

singleton.



76

3.2.1 Generalized distributivity and context-sensitivity

At thispoint our theory of plurality with a Part operator and a Cov variable doesn't
do anything for us that our old D operator didn't do. But the cases that motivate the
presence of Cov are cases where subpluralities, not just atomic parts, of a pluraity are
relevant. We can illustrate this with an example from Gillon (1987:212) (cited in
Schwarzschild 1996).
(15) The men wrote musicals

Suppose that the men denotes Rodgers, Hammerstein, and Hart. Gillon points out
that the sentence above is true by virtue of the fact that Rodgers and Hammerstein wrote
musicals (together) and Rodgers and Hart wrote musicals (together). This can be captured
if we suppose that the universe of discourse looks something like (17), and we choose a
valuefor Cov, liketheonegivenin Q. (Supposethat r, h, t are Rodgers, Hammerstein, and
Hart, respectively.)
(16) (Part(Cov,)(wrote.musicals))(the.men’)
17y U={ab,crht.}

Q={{ab,c}{r.h}.{rt}.}

If the value assigned to Cov, in (16) is Q, then the sentence is correctly predicted
to betrue. Note aso that this example shows that we want to use a cover of the plurality,
rather than a partition; recall that the difference is that a partition requires the sets that

make it up to be nonoverlapping.?

Gillon's example gives us some evidence that we want to use covers to constrain

% In nearly all the examples that | discuss | use nonoverlapping covers to keep things simpler, but
overlapping covers arein principle permitted.
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the domain of the Part operator, and Schwarzschild goes on to give even more. Moreover,
Schwarzschild's examples show that the pragmatic context of utterance plays an important
rolein establishing what the value of Cov, should be. It isimportant to point out here that
"context” includes non-linguistic context as well as linguistic context, and we will see
examples where both kinds of information is relevant. First, here is an example where
non-linguistic context plays the crucial role, which | will quote at length (from
Schwarzschild 1996:67):
Imagine a Situation in which two merchants are attempting to price some
vegetables. The vegetables are sitting before the merchants, piled up in several
baskets. To determine their price, the vegetables need to be weighed.
Unfortunately, our merchants do not have an appropriate scale. Their grey retail
scale is very fine and is meant to weigh only a few vegetables at atime. Their
black wholesale scale is coarse, meant to weigh small truckloads. Realizing this,

one of the merchants truthfully says:

(18) a Thevegetables are too heavy for the grey scale and
b. The vegetables are too light for the black scale

In the situation described above, (18)ais false on its "pure" distributive reading,
where we apply too heavy for the grey scale to each vegetable. It is true on its "pure”
collective meaning, but that is not what the merchant means. On the other hand, (18)bis
false on a pure collective meaning but true on a distributive reading, but again, thisis not
what the merchant means.

It isclear that both sentences are true because in this context we are distributing the
predicates too heavy... and too light... down to subpluralities of vegetables, according to
"the physical arrangement of the vegetablesin baskets'. (p. 67) The theory proposed by
Schwarzschild provides away to capture that: we use a distributivity operator (Part) and

choose a value for Cov in which the cells of the cover correspond to the baskets full of
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vegetables.

To see an example where linguistic information tells us what the relevant
subpluralities are, we can return to our examplesinvolving reciprocal predicates, repeated
below.

(19) The cows and the pigs are separated
(20) Theyoung animals and the old animals are separated
(21) Theanimals are separated

Suppose for ease of exposition that separate has the following truth conditions:
separate(P) istrue of apluraity Pjust in case for all relevant subparts x, y that are part of
P, X is separated from y and y is separated from x. Then it should be clear that the three
subject DPs in (19)-(21), athough coreferent, suggest different sets of relevant
subpluralities. (19) suggests that the relevant subpluralities are the cows and the pigs, so
these are the sets that we take to be separated from each other when we hear that sentence.
(20) suggests instead that the relevant subpluralities are the young animals and the old
animas. And finally, (21) is just not linguistically explicit about the intended
subpluralities. Thus we can explain the data that was used to motivate the existence of
Groups by appealing to context rather than inventing new semantic types.

L et us sum up what we have seen in this section. The theory of plurals proposed
by Schwarzschild retains the idea of a D operator (in the form of the Part operator) but
makes two innovations. First, in thistheory, distributivity doesn't have to be all the way
down to atomic individuals. Borrowing from the literature on reciprocals (which we
looked at in some detail in Chapter 2), Schwarzschild introduces the idea that the D

operator has a resource domain variable whose value is a cover of the domain of
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discourse.® Since distributivity no longer isrequired to look just at atomic individuals, this
theory iscalled the generalized distributivity theory. Secondly, Schwarzschild argues that
pragmatics plays an important role in determining just what entitites the predicate is
supposed to be distributed down to.

3.2.2 Generalized distributivity and collectivity

The generalized distributivity theory also offers anew way of looking at collective
predicates. Since our Part operator has Cov initsrestriction, it is possible to interpret even
collective predicates with a Part operator. If the value assigned to Cov includes a cell that
isequivalent to the set denoted by the subject DP, then the sentence will have a collective
reading.

For example, consider the predicate ate a sandwich, which as we have seen can be
interpreted collectively or distributively. In the generalized distributivity theory, the
sentencein (22) can betrandated as (23), and interpreted asin (24). Our coversfrom (14)
are repeated below.

(22) The boys ate a sandwich

(23) (Part(Cov))(ate.a.sandwich'))(the.boys)

(24) VX[xe[Cov,] & xc[the.boys] - xe[ate.a.sandwich']]
[the.boys] = {ab,c}

1= {{a,{b},{c},{st}}

J= {{a,{c}, {bst}}

K= {{abc},{st}}

L= {{ab} {cs t}}

If the context assigns | to Cov, in (23), the sentence will be interpreted distributively, and

3 For more discussion of resource domain variables, see section 3.2.4.1.
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for exactly the same reason as (13), above, was.

On the other hand, if the context assigns K to Cov, then the sentence will assert
that the set containing the boysis in the extension of ate a sandwich; in other words, it
will assert that there was a single collective eating of a sandwich.

We might wonder whether thisisreally desireable. (23) with K assigned to Cov; of
course turns out to be equivalent to ate.a.sandwich'(the.boys'), because the D operator
guantifies over a singleton domain (the domain contains just one object: the set {a,b,c}).
It is debatable whether natural language allows quantification over a singleton domain.
Consider a party where there is only one man in attendance. Isit felicitous to say every
man at this party failed chemistry? Schwarzschild himself does not take a strong stand
on this matter; from the point of view of the data he is concerned with, if we took away
guantification over a singleton domain the meanings of those sentences could still be
represented without the D operator.

For now | will assume that quantification over a singleton domain is possible, for
reasons that will become clear shortly. But we will have reason to revisit this issue in
Chapter 4.

Another aspect of the generalized distributivity theory that bears discussing is the
proposal that the value of Cov has to be a cover of the whole domain of discourse. We
might wonder whether Cov could be a cover of the set denoted by the subject DP. But
Schwarzschild shows that the value assigned to Cov does indeed have to be a cover of the
domain of discourse with the following example. Again | quote (p.76):

Apparently, in the last five years, an unsavory Mr. Slime has made severa
purchases from a computer store: 4 computers and 1 cartonful of diskettes. These
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purchases were made over the course of afew years and each time, Mr. Slime paid

aninitial amount in counterfeit currency and the remainder he paid for with avalid

credit card. The following remark is entered in the police report:
(25) The computers were paid for in two installments and the diskettes were too.

In this example the plural the computers is being distributed over (each computer
was paid for in two installments) and the plural the diskettes is being interpreted
collectively (the entire carton was paid for in two installments). Since the second VP is
elided, we assume that it must be identical to thefirst VP; but the first VP has a Cov with
singleton cells corresponding to each computer, and we need the second VP to have a Cov
with anonsingleton (ie collective) cell corresponding to the set of diskettes. Thisisnot a
problem if we assumethat Cov isacover of the whole domain of discourse: asingle value
for Cov can contain both the singleton cells (corresponding to the computers) and the
nonsingleton cell (corresponding to the diskettes).

So in the generalized distributivity theory the domain of quantification of the D
operator is crucialy influenced by the context of utterance. Consider now our earlier
discussions of the problem of nonmaximality. We concluded in Chapter 2 that
nonmaximality involves quantification, and it is influenced by pragmatics, and these are
the two main ingredients of the generalized distributivity theory. Thissuggeststhat we can
use the generalized distributivity theory to handle nonmaximality, and in the next section
| will propose that it gives us a very simple way to instantiate the notion of "weak
distributivity."

2.3.3 Apotential problem

The generalized theory of distributivity makes it possible to give an explicit and
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general account of nonmaximality that meets the desiderata proposed in Chapter 2. The
basic ideawill beto let the pragmatics influence the meaning of the D operator in such a
way that the domain of the D operator is smaller, hence 'weakening' its quantificational
force. Since thistheory involves aweakening of the quantificational force that is caused
by pragmatics, | will rename the phenomenon of nonmaximality, and now call it
"pragmatic weakening."

The idea was actually inspired by an objection to the generalized distributivity
theory raised by Lasersohn (1995). So to show how thiswill work, we will first discuss
his objection.

Recall that the sentence in (26) will be interpreted as (27), and furthermore that the
values assigned to Cov are covers of the universe of discourse, not just the DP denotation.

(26) The boysare hungry
(27)  VX[xe[Cov,] & xc[the.boys] - xe[hungry']]

U={ab,cst{ab}, {ac}, {as}, {at},{ast}..}
[the.boys] = {ab,c}

{{a, {0}, {c}, {st}}

= {{a.{q}.{bst}}

= {{abg},{st}}

= {{ab},{cst}}

It is possible that we might assign the cover Jto Cov, in (27). The difference
between Jand | (the value we assigned earlier) isthat in JBill does not occupy a singleton
cell: heisin acel with the two non-boys, Sue and Tina. Call this an ill-fitting cover,
becauseit isill-fitting with respect to the set of boys— thereisno set of cells whose union

IS equivalent to the set of boys.

A consequence of assigning this type of cover to Cov; in (27) isthat the semantics
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in some sense 'doesn't care’ whether Bill is hungry or not. Since the set {b,s,t} isnot a
subset of the set {a,b,c}, thereisno cell containing Bill that satisfies the restriction of the
guantifier. The sentence can come out true whether Bill is hungry or not.

L asersohn objects that thisis highly undesirable, on the grounds that it means that
John and Mary went to school could come out true even if Mary stayed home, a somewhat
counterintuitive result. In response, Schwarzschild argues that to allow such a choice of
cover would be so uncooperative of a speaker as to be "pathological,” and suggests that
while it might be possible to formulate a rule that prevents the choice of such a cover, it
is more plausible to ssimply assume that pathological covers are ruled out on general
principle.*

| agree with Schwarzschild that we should assume that speakers are cooperativein
their intended choice of covers, but wish to suggest that ill-fitting covers are not
necessarily so 'pathological’ as either he or Lasersohn believe them to be. We quite
commonly find ourselvesin circumstances where it is not necessary to be precise down to
each and every individual, as we saw in great detail in Chapter 2. So perhapsin precisely
these circumstancesill-fitting covers do some work for us— they alow usto be alittle bit
vague. Inthe next section | will show how this works.
3.2.4 Capturing nonmaximality

| propose that we adopt the generalized theory of distributivity, and allow for

possibility of ill-fitting covers. This is essentialy a way to extend the arguments

* Recall that to the extent that he discusses nonmaximality, or pragmatic weakening aswe are now calling
it, Schwarzschild adopts the general approach that | discussed above as the groups approach.
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Schwarzschild givesfor the interaction of pragmaticswith distributivity so that we capture
pragmatic weakening as just another type of domain selection effect. I'll argue here that
this gives us just the right results with respect to nonmaximality (pragmatic weakening)
effects.

Consider the case that was most difficult for the groups approach to
nonmaximality, repeated here as (28).
(28) Thegirlsate asandwich

Onthe groups approach, if the sentenceisinterpreted distributively then we predict
it should be equivalent to every girl ate a sandwich, and if it is interpreted collectively
then we allow for pragmatic weakening but we expect that it should only have areading
wherethe girls are sharing asingle sandwich. This approach does not predict that (28) can
be both distributive and allow for pragmatic weakening. But in the generalized
distributivity approach we expect that some pragmatic weakening should be possible.

Consider the sentence in (28) in a situation where the girls are Alice, Betty, and
Carmen. Then (28) isinterpreted asin (29) , and a possible assignment to Cov, isthe cover
shown in (30).
(29) Wx[xe[Cov,] & x<[the.girls] - xe[ate.asandwich']]
(30) {{a,{c},{bmn}}

Then the sentence will be trueif Alice ate a sandwich, and Carmen ate a sandwich,
and it 'doesn't care' in some sense whether Betty ate a sandwich or not. Thisis exactly
what we want; a universal quantifier ensures that we have a one-sandwich-per-girl

reading, but its scope over the set denoted by the girls is "weakened" by the ill-fitting
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cover, so it doesn't have to be the case that every single girl ate a sandwich.

Note that we can capture pragmatic weakening with collective predicates with
exactly the same mechanism: (28) can beinterpreted collectively, and nonmaximally, by
assigning the cover in (31) to Cov.

(@1 {{ab}{cst}}

If (31) isassigned to Cov; in (29) then the sentence (28) can be judged true, even
if Carmen didn't participate in eating the sandwich that Alice and Betty ate. Here we see
why | am assuming that quantification over a singleton domain is possible: it allows us
to capture pragmatic weakening effects with collective predicates using the same
mechanism that we used with distributive predicates.

So we have atheory of distributivity that interacts crucially with pragmaticsin such
away that the universal force introduced by distributivity is weakened just a bit by the
pragmatics. Note also that since collective readings in this theory can involve a D
operator, the weakening of both collective and distributive predicates is treated by the
same mechanism. Both kinds of weakening turn out to be domain of quantification
effects.
3.2.4.1 Domain-of-quantification effects

It is perhaps worth pausing here to look at the general phenomenon of contextual
domain of quantification effects. Von Fintel (1994) argues in favor of the idea (see also
Westerstahl 1985, and references cited in both works) that the use of (covert) resource
domain variables to restrict quantification is pervasive in natural language. To take one

very simple example, consider the sentence in (32).
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(32) Every chicken laid three eggs last week

The domain of quantification of every in this sentence is ostensibly the common
noun chicken. But chicken denotes every chicken in the world (and every chicken in every
possible world, if we consider its intension), and it is highly unlikely that (32) isredly
about every chicken in the world.

Itisclear that an utterer of sentence (32) hasin mind some contextually salient set
of chickens, perhaps the chickens that he owns. In order to capture this, we can introduce
aresource domain variable, C, which isjust the set of contextually relevant things. By
intersecting C with chickens, we get a set of contextually relevant chickens, which iswhat
we understand to be the relevant domain of quantification in (32).

(33) Wx[xe[chicken] & xeC - x €[l.3.el.w."]

Von Fintel argues that we find contextually-licensed resource domain variables
wherever we find quantifiers, including determiner quantifiers and adverbia quantifiers
(which he argues quantify over situations).

If thisis true, then it leads us to expect that we should find a resource domain
variable with the D operator as well, since it introduces a quantifier. In fact on thisview
of quantification, it would appear to be quite odd if the D operator didn't have aresource
domain variable of some sort, asisthe case in every account of distributivity that | know
of except the generalized distributivity proposed by Schwarzschild.

But then the question naturally arises. does the D operator have avariable like C,
an unstructured set of contextually relevant things, or avariable like Cov, which is a set

with someinternal structure? Or doesit even have both?
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| think there are good reasons to say that the D operator has a single resource
domain variable, and that variable is Cov. The starting point for this argument is to say
that we have good evidence aready, from Schwarzschild's work, that we need a variable
like Cov to account for distribution down to contextually-relevant subgroups of aplurality.
While von Fintel's work |eads us to expect that a quantifier should have some resource
domain variable, it doesn't force us to conclude that that variable must be C. (Indeed, the
value of the variable appears to depend on the type of quantifier, because for adverbial
quantification the resource domain variable has asits value a set of situations.) So if we
were to suppose that a D operator has some variable in addition to Cov, we should show
that it does some work for us.

C certainly couldn't do the same work in distributive quantification that it doesin
determiner quantification as in (32). As we have seen, the determiner every takes a
common noun like chicken asitsfirst argument. The function of Cin (33) isto reduce the
set that chicken denotes into a more specific, contextually relevant set. But since
distributive quantification in contrast is always over a definite plural, we already have a
specific, contextually relevant set: the set that the definite plural refersto.® So we don't
need C for this purpose; it wouldn't appear to do any work for usin this regard.

Another way to look at the function of C is that it eliminates things from the

> Note that a sentence like (i) shows that pragmatic weakness is independent of the process of
identifying the referent of a definite DP.
M The girls went swimming, and then they played basketball
In (i) we understand the girls and they to refer to the same set of girls. But pragmatic weakening
can apply to each VP independently so that the "actual participants® in swimming do not have to
be the same as the "actual participants’ in playing basketball.
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domain of quantification. Could it be useful there? If we could use C to eliminate objects
from the domain of quantification, this could constitute another possible mechanism
leading to pragmatic weakening (as pointed out to me by Angeika Kratzer, p.c.).
However, given that ill-fitting values of Cov will do this same work for us, and that we
have better motivation for the existence of Cov, we can assume that the D operator does
not make use of avariable like C and we would |lose nothing from our system.

In short, the differences between determiner quantification and distributive
quantification lead us to expect that the resource domain variable of the latter would be of
a different type than the resource domain variable of the former. A resource domain
variable like C wouldn't be very useful in distributive quantification, but we have plenty
of evidence that avariable like Cov is. In addition, the generalized distributivity theory,
which makes use of Cov, fits nicely into the picture of natural language quantification in
which quantifiers aways come with resource domain variables. | conclude that Cov is
the context-dependent variable that is associated with the D operator.

3.2.5 More on the notion of anill-fitting cover
3.2.5.1 The "junkpile"

From the discussion so far we have concluded that in order to get a"pragmatically
weakened" reading of a sentence like (34), we have to have a salient cover that lumps one
of the girlsin with one of the non-girls.

(34) Thegirlsateasandwich
It isnot difficult to imagine thiskind of context. Suppose that a large shipment of

unpainted jeeps, cars, and trucks was delivered to afactory where they can be painted. At



89

the end of the day, the vice-president who shipped the vehicles comes to the factory to
check on the status of hisjob. He talks to the manager, who brings him out to the parking
lot where they can see several rows of freshly-painted vehicles, lined up neatly. Off to the
side and very obvious (ie, salient) are a car and a truck, still wearing their drab-brown
coats of primer. In this context, the factory manager can truthfully say (35).

(35) Thejeepswere painted blue, the cars were painted red, and the trucks were painted
green. But we didn't get to those two over there.

In this context it would appear quite likely that the unpainted car and truck arein
acell together. This would have the effect that the value assigned to Cov would be ill-
fitting both with respect to [the.cars] and with respect to [the.trucks], which correctly
predicts that (35) counts astrue in this context, because pragmatic weakening is permitted.

However, | don't believe that it is crucial to have thiskind of cell in the cover. If
we take this same context, except instead of atruck and a car off to the side, we see just
acar over there, it is still possible to say (35). But now what is the cell that the car has
been cordoned off to, to ensure that it doesn't enter into the scope of the D operator? Note
that it is not enough for the car to bein acell by itself — if it were it would still fall into
the scope of the D operator. The car that we want to exclude must be in a cell with non-
cars.

For this case, and in fact for most cases of ill-fitting covers, | think the cell that
non-participants can be lumped into is akind of pragmatic "junkpile".® The junkpile can

be thought of asacell in the cover that contains all those objects which are present in the

® Thanks to Roger Schwarzschild for the catchy name!
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universe of discourse, but which we are not concerned with at a particular moment. It
seems reasonabl e to suppose that pragmatically salient covers do not necessarily structure
the entire universe, that speakers may employ ajunkpile as akind of shortcut.

So far so good. We might want to allow for the existence of a pragmatic junkpile.
But on the other hand, in the case | described above, that one primer-colored car is not
being simply ignored — it isbeing ignored in virtue of itssalience. Isthisa contradiction?
| don't think so.

We dready know from our extensive discussion of nonmaximality, both here and
in Chapter 2, that objects in discourse can be "saliently ignorable". Perhaps the best
example of thisis Lasersohn's scenario in which we can say that John and Mary carried
the piano up the stairs in virtue of the fact that John actually did the feat by himself. In
this case Mary becomes saliently ignorable. If the junkpileisthe set of things that we are
ignoring, then there isn't any contradiction in saying that an object can become salient
enough to beignored. We can imagine that in virtue of Mary's salience as part of ateam
with John, a speaker can relegate her to the junkpile.

So what we have adready seenisthat there is plenty of evidence that it is possible
to ignore someone (or something) in virtue of their salience, given that other kinds of
contextual conditions are met (such as the notion of ateam). Here| am proposing that the
junkpile is the mechanism that we use to do it, in many cases.
3.2.5.2"Mindreading" and context-sensitive variables

Although | use very specific values for Cov in my illustrations, | do not suppose

that speakers and hearers are always aware of the valuesto such a high level of precision.
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| think it is more accurate to say that speakers and hearers are in some sense guessing at
the sort of cover that the other has in mind.

We see examples of thisin everyday life all thetime. Suppose we are in aretall
clothing store and a manager is giving instructions to one of the stock clerks. They are
looking at a shipment of four boxes of sweaters that just arrived this morning. One of
those four boxes is set off to the side, in a space usualy reserved for boxes that the
manager plansto deal with himself (perhapsthey are special items). The manager saysto
the clerk the sentencein (36).

(36) The sweaters that came in this morning go in aisle three.

At this point the clerk might be dightly puzzled. The sweaters that came in this
morning denotes the set of sweaters contained in the four boxes. But he knows that the
manager might have in mind that the fourth box of sweaters, the one off to the side, should
be treated differently than the others. The clerk isforced to guess at what sort of cover the
manager hasin mind. Notethat if the clerk asksfor clarification, he would most likely do
it by asking a question like the onein (37).

(37) Do you mean al the sweaters that came in this morning?

Aslong aswe alow that speakers will sometimes havein mind avalue for Cov that
is ill-fitting, then a sentence will alow for pragmatic weakening. The value of Cov is
determined contextually, but speakers are constantly engaged in guessing about what
context the other speaker takes him or herself to be in. Thisistrue not only for the Cov
variable of adistributivity operator; | take it that it is true for pragmatically-determined

domain-of-quantification variables in general (see von Fintel 1994).
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What isimportant isthat we allow for the possibility of ill-fitting covers. Thenthe
process of figuring out what value one's conversationa partner hasin mind will mean that
one has to leave open the possibility of an ill-fitting cover, and therefore of pragmatic
weakening. Thus| am claiming that part of the effect of pragmatic weakening comes not
only from the fact that a speaker may choose an ill-fitting cover, but also from the fact that
her conversational partner must guess at what the speaker has in mind.
2.3.5.3 Context and covers (again)

Two more points are worth emphasizing beforewe goonto all. Firstisthat | do
assume, like Schwarzschild, that thereis agenera principle prohibiting "pathologica” use
of ill-fitting covers. The differenceisthat I think it iswrong to say that every possibleill-
fitting cover is necessarily pathological; aswe have seen in great detail here, sometimes
ilI-fitting covers can be useful.

Secondly, the same kinds of factors that we have already seen can make one or
another cover salient can influence whether or not pragmatic weakening is allowed; this
suggests that we are correct in treating pragmatic weakening with ill-fitting covers.

For example, we saw previoudy that it is more difficult, although not impossible,
to get pragmatic weakening with a plural DP that consists of conjoined DPs. Thisisan
example like Lasersohn's John and Mary went to school. But notice that it was another
example of Lasersohn's, John and Mary lifted the piano, that showed that it is not
impossible to get pragmatic weakening in these cases.

These types of examples are very similar to the ones discussed by Schwarzschild,

e.g. The cows and the pigs are separated, The young animals and the old animals are
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separated. There Schwarzschild argued that mention of the cows and the pigs makes them
so salient that the most natural interpretation of the cows and the pigs are separated is that
the separation is according to species.

We see the very same phenomenon here. The form of the DP influences the type
of cover one takes as salient. Thisis most likely due to some kind of Gricean reasoning,
along the following lines. If a speaker goes to the trouble of mentioning each of the
individuals by name, it is unlikely that they would have in mind a cover that excludes one
of those individuals. A more cooperative thing to do, under most circumstances, is to
simply not namethat individual. Still, as Lasersohn's example shows, thisistrue only in
most circumstances, not in all circumstances. A rich enough context can change the
Gricean calculus.

3.3 A Proposal for the Semantics of all

At this point we can finally return to the problem that we closed Chapter 1 with:
how to capture all's 'maximizing' or 'totality' effect, even with collective predicates. In
light of our current account of nonmaximality or pragmatic weakening, in this section |
will propose that the 'maximizing' effect of all isessentially an 'anti-weakening' effect. We
will see that one consequence of this approach is that all does not have any
quantificational force of itsown. We will also see that this analysis of all offersafairly
straightforward way to capture the idea proposed in Chapter 1, that all isamodifier.

Let us return to the contrast that we concluded Chapter 1 with.

(38) Theboysare hungry
(39) Theboysareall hungry

The difference between these two sentencesisthat (39) isastronger statement than
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(38). A distributivity theory of plurals without pragmatic weakening does not explain this.
However, given the proposal | made for capturing pragmatic weakening in the previous
section, we would say that the source of the relative weakness of (38) is the fact that it
allows at least for the possibility of pragmatic weakening.

In contrast, let us say that all's contribution to (39) is to rule out the possibility of
pragmatic weakening. Since the cause of pragmatic weakening is (the possibility of) an
ill-fitting cover, we propose that the function of all isto disallow the choice of anill-fitting
cover. Or, another way to say thisisthat all requires a good-fitting cover, where good fit
isto be understood as the opposite of ill fit.

Let us define arelation good fit between a cover and a definite DP denotation (i.e.
aset). A coverisagood fit for this set if thereisn't any element or member of the set that's
stuck in acell with some non-members. Another way to say thisisthat the cover isagood
fitif every element of the set isin acell of the cover that is a subset of that set. We can
define thisformally asin (40).

(40) Good fit: For some cover of the universe of discourse Cov and some DP
denotation X, Cov isagood fit with respect to X iff Vy[yeX - 3Z[ZeCov & yeZ

& Z<X]]

The function of all in a sentence will be to ensure that the value assigned to Cov
isagood fit with respect to the subject DP. Recall from Chapter 1 that we are stipulating,
for the present, that floated all is always construed with the subject. Our task hereisto
show how, given the connection between all and that DP, all will ensure that the value

assigned to Cov isagood fit with respect to that NP.

All does this by eliminating from the set of contextually salient covers any cover
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that isn't a good fit. So all is essentially an operator on the set of contextually salient
covers. Thismeansthat the assignment function that assigns avalue to Cov will have only
good-fitting covers (with respect to some particular DP) to choose from, thus guaranteeing
that the value of Cov will be agood fit.

The denotation of a DP with all, then, will be the same as a DP without all. The
same will betrue for floated all; the denotation of a VP with floated all isthe same asthe
denotation of that same VP without all (we will make some minor revisions to thisin
Chapter 5). But to keep things a bit more perspicuous in our examples, | will use the
superscript 9 on a DP whenever that DP is antecedent to all, so that we can tell which
interpretations are interpretations of sentences containing all.

Let's return to our sample universe and sample values of Cov to see how thisworks.
Consider the sentencein (41), which isinterpreted asin (42).

(41) All the boys ate.
(42) Vx[xe[Cov,] & xc[the.boys™] - xc[ate']]

U={ab,c st {ab},{ac}, {as}, {at},{ast}..}
[the.boys] = {a,b,c}

1= {{a},{b}.{c}.{st}}
J= {{a,{c} {bst}}
K= {{abc},{st}}
L= {{ab},{cst}}
If all interacts with the context to limit the set of possible valuesfor Cov;,in the way
| have described, then Jand L are not possible values for Cov;in (42). They have been

eliminated as possibilities by the presence of all. This leaves | and K as possibilities.

(There are in principle others but | am restricting our attention to keep our discussion
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simple.) If we assume, aswe discussed earlier, that lexical semantics can play arolein
determining which cover will be appropriate, then | will be assigned as the value of Cov,
in (42). Hencethe D operator will have true universal quantificational force over the set
denoted by the boys.

Thisexplainsthe "maximizing" effect of all, and hence the difference between (38)
and (39). (38) can be true, in some contexts, if a speaker iswilling to allow assignment
of an ill-fitting value to Cov. But (39) will not be true unless every boy ate because the
presence of all ensuresthat an ill-fitting cover cannot be assigned to Cov. Now let us see
how it will work for collective predicates. Because | have adopted from the generalized
distributivity theory a mechanism for collectives that is the same as for distributives,
except for the value assigned to the variable Cov, this hypothesis about the meaning of all
can be applied to collective predicates straightforwardly.

Aswe have already seen, the interpretation of (43) is (44).

(43) All the boys built araft
(44) Vx[xe[Cov,] & xc[the.boys?] -~ xe[built.araft']]

Because all eliminates al ill-fitting covers from consideration, only K and | are
possible choices for Cov, in (43).
= {{abc}{st}}
= {{ab}{cst}}
1= {{a},{b}.{c},{st}}
= {{&.{c}.{bst}}
Thus we expect that (43) should be interpretable either collectively or

distributively, but in either case, "maximally.” (43) cannot be true in a sSituation where

Chris, for instance, did not participate in the raft building. The same mechanism that
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accounts for the meaning of all with distributive predicates accounts for the meaning of
all with collective predicates.
3.3.1 Linguistic forms and context

The proposal | have made about all here makes some assumptions about context,
and about the interaction of language and context, that are probably nontrivial. In this
section | will just briefly explore some of the most obvious implications of the proposal,
noting with humility that it deserves a fuller treatment than | can giveit here.

For instance, | must assume that the 'context’ of a conversation includes not just the
set of all the individualsin the context (ie, the set U from above) but also a set of covers
of that set. Thisassumption wasaready implicit in Schwarzschild's formulation, and | am
exploiting it abit more here. To make it more convenient to talk about this set of covers,
wewill giveit aname: let uscall thisset U, becauseit is a set of coversof U.

| have claimed that all performs an operaton on U , which isthat it shrinks U so
that it includes only covers that are good-fitting with respect to aparticular DP. One very
obvious question that arises is, how long in the discourse does this effect last? If
eliminating covers from U, is something like eliminating worlds from a context set, then
we would expect that those covers should be more-or-less permanently eliminated from U,
(or at least as long as the conversation lasts).

But it appears that eliminating covers from U, is not like eliminating worlds from
acontext set. Consider the sentencesin (46), as part of a discourse.

(46) a Thegirlsall went outside.
b. They went swimming, and played basketball.

If theill-fitting covers had been "permanently” eiminated from U, then we should
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understand from (46) that every girl went swimming, and every girl played basketball. But
| don't think that thisisthe case. It appears that the effect of all ‘wears off' at the end of
a sentence.

| can imagine two ways to capture thisfact. Oneisto suppose that U isin some
sense "constructed” anew for each sentence. Another isto suppose that the effect of all is
not so much to eliminate covers from U, but to make some covers more or less salient.

| think the second option looks more promising, because the notion of saliency is
already central to the use that we're putting coversto in thistheory. A cover isjust away
of organizing U according to the salience of thingsin U. We aready know from VP-
conjunction that we have to suppose that there is more than one cover available in a
discourse; so here we can suppose that all raises a certain class of covers to discourse
prominence so that the assignment function has to choose one of those covers.

It is perhaps worth pointing out that, based on the evidence from ambiguous
predicates like build a raft, we cannot suppose that all fixes the value of Cov — it only
constrains it. Consider again a sentence like (47).

(47) Thegirlsal built araft

We know that this sentence doesn't allow pragmatic weakening, but all doesn't
dictate whether the sentence should be interpreted collectively or distributively. Thereis
still arole for context to play here.

A similar proposal is made for conditional clauses by von Fintel (1994), in which
he argues that conditional clauses constrain, but do not determine, the domain of

guantification of an adverbial quantifier. His proposal is not fully worked out (as he
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himself points out) but because of its similarity to the present proposal we will look at a
sketch of it here. Consider a sentence like (48).
(48) (If the sun shines, we play soccer on Sundays, but) If it rains we always stay home.
The standard analysis of (48), following Lewis (1975) and others, is that the
conditional clause serves as the restrictor to the quantificational adverb always. One way
of instantiating thisisto say that alwaysis a quantifier over situations, where the tripartite
structure of (48) is something like (49) (sisavariable over situations).
(49) Vs(itrainsins)(westay homeinys)
Von Fintel argues that this semantics appears to be too strong, for severa reasons.’
It isalso inconsistent with claims he makes elsewhere in the dissertation that the restriction
of adverbial quantifiers comes from the context, specifically from the discoursetopic. But
an aternative, which isto treat the conditional clause as though it is the discourse topic
(we might suppose that it is an overt reminder of what the topic is; thiswas proposed by

Haiman 1978), appears to be incorrect also.®

" One reason is that it leads us to expect that the relationship between an adverbia quantifier and its
domain restriction is as strong as the rel ationship between a determiner quantifier and its domain restriction.
But adverbial quantification and determiner quantification differ in several ways. The hallmark way in which
they differ isthat the relationship between an adverbial quantifier and its restriction is relatively "loose":
the restriction doesn't even have to be overt, as shown in (i), and when present there are several syntactic
ways to realize it, and positions where it may appear, as shown in (ii) and (iii).

0) Bill always takes the bus
(i) When he goes to work, Bill always takes the bus
(iii) Bill always takes the bus to work

8 Von Fintel argues that this ides, that conditional = topic, cannot be correct because conditional clauses
can be focused, as shown in (i) (the example is from Givon 1992).
0) A: Under what conditionswill you buy this house?
B: I'll buy thishouse if you give me the money
The conditiona clausein (B) represents new information, thereforeit is not the topic but the focus.
Since conditional clauses cannot be simultaneoudly topic and focus, we have to abandon the idea that
conditionals are just a "spelling out" of the topic.
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Von Fintel proposes a middle ground, in which the restriction of the adverb of
guantification is constrained, but not determined, by the proposition provided by the if-
clause (which denotes a set of situations). He implements this by intersecting the set of
situations denoted by the if-clause with the contextually-determined domain variable of the
adverbia quantifier (which presumably gets its value from the topic, which is also a set
of situations’). This way, the semantics of conditionals with adverbial quantifiers is
similar to adverbial quantification in general, but also the if-clause does some work for us
in determining the domain of the quantifier.

Von Fintel'sideaand the proposal | have made here are similar in that both propose
that overt linguistic material partly, but not completely, constrains the set of possibilities
that are made available by the context. But von Fintel'simplementation is a bit different
frommine. | have proposed that all interacts directly with the context to constrain the set
of possihilities, and then the contextual ly-determined domain variable Cov can be assigned
a value only from this new, restricted set of possibilities. Von Fintel proposes that the
quantifier takes the information provided by the contextually-determined domain variable
and the information provided by the if-clause and intersects them. For von Fintel, the if-
clause interacts with the quantifier, not with the context. For me, all interacts with the
context, not with the D operator.

So von Fintel's proposal raises the question of whether all interacts directly with

the D operator, or with the context (that is, with U). It seems that there should be

® Actually, I'm simplifiying abit here. A topicisaset of propositions, which isaset of sets of situations.
We need to assume, as does von Fintel (p. 41), that we can take the union of the setsin the topic, which is
then a set of situations.
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consequences for choosing one possibility over the other, but | want to defer exploring
those consequences for alater time.
3.3.1 Allandany

Theideathat all signifiesa 'strength’ of quantification has some interesting points
of commonality with two recent proposals about any, one by Kadmon and Landman
(1993) and another by Dayal (1995, and to appear).

Kadmon and Landman give an analysis of any in which severa of its properties,
including its distribution and its use as a negative polarity item and a free-choice item,
follow from itsinterpretation. Their analysis has two points that are relevant here.

First, Kadmon and Landman propose that any doesn't have quantificational force
of its own. Instead they argue that an NP with any is an indefinite NP. The apparent
quantificational force of any comes from two sources that have been independently shown
to be associated with indefinites: the existential force of negative polarity any comes from
existential closure, and the universal force of free-choice any comes from generic
guantification.

Similarly, here | have proposed that all does not contribute any quantificational
force of its own: the quantification comes from VP distributivity that has been
independently proposed by many authors working on the semantics of definite plurals.

Secondly, Kadmon and Landman argue that the contribution of any to a sentence
Isto indicate "reduced tolerance of exceptions' (p. 356). It does this by performing the
operation of 'widening' on the domain of quantification. Theideaisthat any indicates we

should consider awider domain of quantification, and in so doing will make the statement
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with any stronger than the corresponding statement without any.

The proposal | have made here for all is quite similar. The anti-weakening effect
of all isquite similar to the notion of reduced tolerance of exceptions, and the mechanism
employed to account for these notions are similar aswell. Anti-weakening isaccomplished
by the good fit requirement imposed by all. The effect of requiring a good fit is that the
domain of quantification of the D operator is as "wide" as it can be with respect to the
subject DP.

Dayal (1995, to appear) argues against Kadmon and Landman's proposal.
Specifically, she argues that any is a universal quantifier. She proposes that in addition
to introducing universal quantification, the semantic contribution of any isto signal the
speaker's lack of commitment to the existence of individuals in the domain of
quantification. Although she dispenses with the ideathat any doesn't have quantificational
force of its own, the idea that any supplies information about the speaker's intentions for
the domain of aquantifier is quite similar to the present proposal about all.

Of course, many years ago, looking at adifferent set of data (all and any in generic
contexts) Vendler (1967) argued that all and any are more similar to each other than either
isto each and every. | take it to be an argument in favor of current approaches to any and
the proposal made here for all that these proposals bear out what Vendler had observed in
a pre-theoretic way.

34  Extending the proposal to both
As| discussed in Chapter 1, the distribution of all and both are very similar, giving

us reason to suppose that they share a common component of their meanings. So | will
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propose that both does the same thing that all does: it eliminates from U, any covers that
are not agood fit with respect to the DP it is construed with. Of course, both also carries
the requirement that we are talking about exactly two individuals; this is traditionally
treated as a presupposition and | will adopt that position here.

This works without any further conditions for floated both because the subject is
adefinite DP, asin (50), and for some uses of prenominal both, asin (51). But it doesn't
work for (52), because girlsis not a DP.

(50) The girls both went to the movies
(51) Both the girls went to the movies
(52) Both girls went to the movies.

As we saw in Chapter 1, the phrase both girls in (52) acts like a definite
description, even though thereis no definite determiner present (if 1 am right about both/all
being modifiers). For now | do not have an explanation for thisfact, but | will assume that
both works in this case the same way it works for the other two cases; that is, it shrinks
U, so that it includes only good-fitting covers.

If bothimposesagood fit requirement, then we can capture the difference between
the sentences in (53)-(54). (53) will be true only if each of the students drove to school,

whereas (54) can betrue even if only one student drove and the other one was a passenger.

(53) The students both drove to school
(54) The students drove to school

In general, though, it is harder to find contexts with a plurality of two in which
pragmatic weakening is felicitious. For example, Anna Szabolsci (p.c.) has pointed out
to me that it appears that (55) cannot be true if only one of my parentsistall. Thiswould

seem to suggest that the function of both isn’'t really to rule out pragmatic weakening, since
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(55) doesn’t seem to allow pragmatic weakening anyway.

(55) My parentsaretall
(56) My parents are both tall.

| think the difficulty in getting pragmatic weakening with (55) is due to the fact
that we are dealing with a plurality that isa small group of just two individuals, and an
individual level predicate. (For adifferent kind of explanation for the difference between
(55)-(56) see Schwarzschild 1994.) We saw in Chapter 2 that both factors (the size of the
plurality and the type of predicate) independently make it harder to get pragmatic
weakening, so putting two hard-to-weaken factors together in one sentence makes it very
difficult indeed to get pragmatic weakening. But | would argue that it is in principle
possible to get pragmatic weakening in (55), and so the presence of both in (56) is not
rendered redundant.

In addition, other people have pointed out to me (including Jason Merchant and
Geoff Nunberg, p.c.) that ever seems to bring out the weakening effect, asin (57)-(58),
which seem to demand an affirmative answer even if only one parent has been to Europe
and one boy (out of a contextually salient group of two) has hit agirl.

(57) Haveyour parents ever been to Europe?
(58) Havethe boys ever hit the girls?

If indeed definite pluralsin genera alow pragmatic weakening, no matter how
small the plurality they denote, then the behavior of (57)-(58) is not unexpected. So |
conclude that pragmatic weakening with a group of just two isin principle possible, and
the function of both isto rule it out.

Recall aso that, as we noticed in Chapter 1, the distribution of both follows Taub's
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generalization. It ishard to find collective achievements that are felicitous with both (we
would have to imagine a context in which two people elected a president, and still 1'm not
quite sure we can use elect in that kind of context), However, it is certainly true that
collective states are not felicitous with both.
(59) *John and Mary are both a happy couple

*Connors and Borg are both a good doubles team

*Jim and Rita are both outnumbered by Hank, Bill, and Kim (*on coll. reading)

Thisisof course expected if both and all have the same meaning, as |'ve proposed
here.
3.5.1 Bothand reciprocals

The behavior of both with reciprocal predicates deserves some special attention.
As we have already seen, all is quite freely licensed with reciprocal predicates, such as
share a cookie, meet, like each other, etc. But both's distribution with reciprocal
predicates, in contrast, shows some interesting restrictions. It can occur with some
reciprocal predicates, but not others, as observed in Brisson (1996). Consider the contrasts
in the data below.
(60) Lesand Pete both collided
(61) Jane and Sarah both left together

(62) Mike and Danny both looked at each other

(63) *Theoil and the vinegar both separated
(64) *Jack and Emily both met

In addition to the datain (60)-(64), there is the curious fact that for most of these
reciprocal predicates, the position of the floating quantifier makes a difference. The
sentences that are good in (60)-(62) with floated both degrade significantly with

prenominal both. (I include VP+together, whose status as a "reciproca” is unclear,
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because it shows this difference between prenominal/floated both.)
(65) *Both Lesand Pete collided

(66) *Both Jane and Sarah |eft together

(67) ?Both Mike and Danny looked at each other

I mention thisfact here for completeness, but to keep the issues clearer | will defer
discussion of it to Chapter 5 (section 5.2.3.3). In this section we will be concerned only
with the facts in (60)-(64).

Brisson (1996) proposed that the crucial property distinguishing among the
predicates in (60)-(64) is symmetry. That analysis was couched in terms of a different
anaysis of both, one in which both was proposed to have a particular kind of
presupposition (in addition to its cardinality presupposition). Nevertheless, the central
idea can be trandlated into the proposal | have made here for both in terms of the notion
of good fit.
3.4.1.1 Collide-type predicates

To do that, we have to think about what it would mean for pragmatic weakening
to occur with areciprocal predicate like collide. Let us consider the sentence (68) in more
detail.

(68) Peteand Les collided.

Suppose that we interpret (68) as (69), and we assign to Cov an ill-fitting cover
which excludes Les, like the one in (70).

(69) Vx[xeCov; & xc[Pete.and.Les] - collided(x)]
(70)  Cov; ={{p},{l.ab,c}}

This might be expected to be problematic, because on itsreciprocal reading, collide
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cannot apply to the atomic individual Pete. However, it appears that reciproca predicates
with atransitive alternant allow a kind of accommodation process here, which licenses a
kind of "covert" use of the transitive variant.'® In Brisson (1996) | proposed that this
process obligatorily supplies the other member of the conjoined subject as the object of the
verb. If thisis correct, then (69) (where, recall, Cov. isill-fitting) might be interpreted as
something like (71), where boldface y represents the other member of the conjoined
subject (ie, Les).

(71) VX[xeCov & xc[Pete.and.Les] - collided.into(y)(x)]

Thusthe sentence would be interpreted as roughly synonymous with " Pete collided
into Les."

This implies that in general, given that there is the possibility of pragmatic
weakening, the sentence (72) is vague between three possible meanings: Pete collided into
Les, Les collided into Pete, or Pete and Les (more or less equally) collided.

If we apply afamiliar test for pragmatic weakening, continuation with abut-clause,
we find some evidence that this isindeed the case. If (68) were incompatible with an
asymmetrical reading we would expect (72) to beill-formed, but if we suppose that some
kind of pragmatic weakening is licensed with reciprocal collide, then (72) is expected.
(72) Lesand Pete collided, but it was really Pete's faullt.
3.4.1.2 Separate-type predicates

On the other hand, let us apply this same kind of "covert transitivity" analysisto

1911 Brisson (1996) | called this process "context reevaluation”, but in light of the fact that | am
not using the presupposition part of that analysis thisterm is no longer felicitous.
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apredicate like separate, using the sentence in (73).
(73) Theooil and the vinegar separated

By analogy with collide, we would expect that if pragmatic weakening can apply
to this predicate via covert transitivity, then (73) should in principle be vague between
three interpretations. The oil separated from the vinegar, the vinegar separated from the
oil, and the oil and the vinegar (more or less equally) separated.

But the meaning of separate intervenes here. It is arguable that these three
interpretations are not really truth-conditionally distinct. 1t isimpossible for the oil to be
separated from the vinegar unless the vinegar is also separated from the oil.

If thisistrue, then even if we allow the same process of covert transitivity to apply
to separate just as it does to collide, we will still not get any effect of pragmatic
weakening. The symmetricality inherent in the lexical meaning of the predicate ensures
that there is no truth-conditional difference between the three meanings that are made
available by covert transitivity.

If there is no pragmatic weakening with symmetrical predicates, then we would
expect that both should also not be licensed, since the function of both is to rule out
pragmatic weakening. Hence the difference between the predicates in (60)-(64) is
explained.

The class of symmetrical reciprocal predicates, which are predicted to be
infelicitious with both, includes those in (74) and (75).

(74)  John and Mary both *met

*married
*divorced
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(75) John and Mary are both *similar
*different

The class of asymmetrical reciprocal predicates, which are predicted to be fdicitous
with both, include those in (76) (and more generally, amost any predicate containing the

reciprocating operator each other, for reasons that should be clear), and those in (77).

(76) Brian and Carlaboth love each other
looked at each other
(77)  Brian and Carla both flirted
embraced
agreed

In fairness, it must be pointed out that are some predicates that appear to be quite
symmetrical, that nevertheless allow both. The most striking example is look like each
other; clearly, if Carlalooks like Brian then Brian looks like Carla, but nevertheless both
Is possible with this predicate. The only explanation | can offer for this anomaly is that
"perspective-taking" seems to be such a prominent aspect of the meaning of the predicate
look like x that it really does have an asymmetric aspect to its meaning. **

In addition, despite the difficulty of a predicate like ook like each other, thereis
more evidence that symmetricality is the right notion for explaining the distribution of
both. First thereisthe fact that adding both takes away the asymmetrical reading, which
is what we would expect if the asymmetrical reading is really a kind of pragmatic

weakening. Note that (78), with both, suddenly disallows the but-phrase that was a

1 By "perspective-taking” | mean the fact that when we compare a grandmother and a
granddaughter, for example, it is much more felicitous to say that the granddaughter looks like the
grandmother than vice versa. Similarly, if we are comparing something familiar and something
new, it is much more felicitous to say that the new thing looks like the old thing than the reverse.
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permissible continuation to (72).
(78) *Pete and Lesboth collided, but it was really Pete's fault

Secondly, it is possible to "asymmetricalize" a symmetrical predicate. Thisis
shown by the contrast between (79) and (80). (I thank Veneeta Dayal for this example.)

(79) *Dixie and Jerald both married
(80) Dixie and Jerald both willingly married

The difference between marry and willingly marry should be clear: if Dixie
married Jerald then it entails that Jerald married Dixie. But of courseif Dixie willingly
married Jerald then Jerald could have nevertheless got to the atar very reluctantly. Since
we have taken the very same predicate, marry, and simply added an adverb to it, this
suggests that it is symmetricality that is crucial to the failure of (unmodified) marry to
occur with both.

So pragmatic weakening, with some help from the process of covert transitivity,
correctly predicts the more limited distribution of both with reciprocal collective
predicates.

3.5 A problem with collective predicates

In my discussion | have been claiming that it is an advantage of my proposal that
it predicts we should expect all to occur with collective predicates. Thisistrue, and it
means that | do not face the problem that Dowty and Link faced, which was how all can
combine with collective predicates.

But instead, | face an inverse problem, because although it is true that all occurs
with some collective predicates, there are other collectives that do not allow all. Instead

of trying to explain why all can occur with any collective predicates, | have to explain why
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there should be any collective predicates that disallow all.

Recall the predicates of Taub’s generalization, which we saw in Chapter 1. These
were collective state and achievement predicates, which don’t (usually) allow modification
with all, asin (81)-(83)

(81) *Theboysareadl abiggroup
(82) *Thesenatorsall passed the pay raise
(83) *Thestudentsall elected a president

There are also collective predicates that disallow both. (84) isthe example we saw
from Ladusaw (1981).

(84) *John and Mary are both a happy couple

It isworth pointing out that be a happy coupleis a collective stative predicate, and
so it too falls under Taub's generalization. This is expected under the hypothesis put
forward here, that both and all have a meaning component in common.

The problem for the analysis | have given here isthat it predicts that this subclass
of collective predicates should allow all because nothing would prevent us from
interpreting (81) as (85).

(85) (Part(Covj)(big.group))(the.boysgf)
Vx[xe[Cov,] & x<[the.boys”] ~ xe[big.group'T]

We can choose a cover for Cov, in (85) that would yield a perfectly sensible
interpretation of (81), namely, a cover in which the set denoted by the boys occupies one
cell of the cover.

The issue of the ungrammaticality of (81) and sentences like it will be the topic of
extensive discussion in Chapter 4. But for now, | wish to point out two phenomena that

have the same distribution as all with respect to Taub's generalization, as evidence that the
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generalization is tapping into something real.

First, the predicates of Taub's generalization do not allow pragmatic weakening.
We can see this by applying the same tests for entailment/implicature that we have been
applying since Chapter 2 (section 2.2.3.7) For example, we have seen that for a sentence
like the boys are hungry, the 'maximality’ of the boys can be denied without contradiction.
Thisis not so for the sentencesin (86)-(87), which are quite odd.
(86) *Theboysare abig group, but not John and Bill /but not all of them

(87)  *The students elected a president, but Kerry and Jan didn't do anything/but not all
of them.

We also saw that the 'maximality' of the plural NP could be reinforced without
redundancy, but again, with the subclass of predicatesthat disallow all, the sentences come
out distinctly odd.

(88) #The boys -- in fact, the entire lot of them -- are a big group
(89) #The students -- in fact, the entire lot of them -- elected a president

So it appears that these sentences do not alow pragmatic weakening. This suggests
that there isindeed a link between pragmatic weakening and all, which provides support
for the hypothesis |’ ve proposed here.

Another phenomenon that picks out this class of predicates is the distribution of
except-clauses. Except clauses are acceptable with distributive predicates, as (90) shows,
and acceptable with some collectives, as (91) shows. But as (92)-(93) show, they are
distinctly odd with collective states and achievements.

(90) The girls went to the gym except for Donna
(91) Thegirlsgathered in the hallway except for Joanne

(92) #Theboys are ahig group except for Jason/except for Jason and Andrew
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(93) #The students elected a president except for Carol/ except for Carol and Bill

The continuation after the/ in (92)-(93) isthere to show that it's not the singularity
of the DP in the except-clause that makes the sentence bad.

According to von Fintel (1994 and see references cited there), except-clauses are
‘domain subtractors’; that is, they subtract things from the domain of quantification of a
quantifier that is present elsewhere in the sentence. Note that thisis similar to the idea
that | have proposed here for all: all does something that affects the domain of
quantification of a D operator.

If collective predication of gather, for example, can involve aD operator, then we
expect that an except-clause should be possible asin (91), which isawelcome result. (And
note that this can be taken as additional evidence for the claim made here that even
collective predication involves a quantifier.) But again, if thisisso, itisnot clear why it
shouldn't be possible to use a D operator with the collective states and achievements, and
hence to license an except clause with those predicates.

So it appears that all, pragmatic weakening, and a new phenomenon, except-
clauses, are senditive to the presence of something in the structure of a sentence with a
definite plural, and the most plausible candidate for that something is a D operator.
However, we have not explained why these phenomena should not be possible with the
predicates of Taub's generalization, because we don't have any reason to think that a D
operator isn't licensed with those predicates. In the next chapter | will propose atheory of
the'scope’ of distributivity which will explain why we find this restriction on the predicates

of Taub's generalization, and will explain other phenomenainvolving all aswell.
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Chapter 4

The Scope of Distributivity

4 I ntroduction

Up until now | have been concerned almost exclusively with plural definites and
both/all in subject position (or floated position, which in English is always construed with
the subject). In this chapter we will see that the propertiesthat led usto postul ate the theory
of pragmatic weakening and the meaning of all/both for plural DP's in subject position are
also exhibited by plura DP's in object position. We will adopt a recent proposal on
distributivity by Lasersohn (1998a) to provide an account of distributivity over object DPs.
Once we can distribute over objects, pragmatic weakening and the meaning of all in object
position will follow straightforwardly from the account of all and pragmatic weakening that
| have already given.

We will then look at three other phenomena related to all: scopal differences
between all and every, differences between all and every with respect to certain
‘collectivizing' adverbials, and Taub's generalization. We will find that the latter two
phenomena are explained by the same hypothesis that explains the first; that is, all three
phenomena turn out to hinge crucially on the 'scopal’ properties of all and distributivity,
which will be discussed in detail in this chapter.

4.1  Pragmatic weakening with objects

Plural definite NPsin object position show the same sort of pragmatic weakening

that we saw in subject position. So for example, take the sentencein (1).

D Jane tasted the cakes
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In this sentence, the implication that Jane tasted all of the (contextually relevant)
cakes has the status of an implicature, as shown by the fact that it can be canceled, and
reinforced without redundancy.

(2)  Janetasted the cakes, but she overlooked the lemon creme cake.
(©)) Jane tasted the cakes — in fact, she tasted all of them.

Aswe might expect, modification by all induces the same sort of maximizing effect
on objects that it does on subjects. All eliminates the possibility of pragmatic weakening.
4 Jane tasted al the cakes.

So we would like to extend our theory of pragmatic weakening and the meaning of
all/both, which up to now has been concerned exclusively with subjects, to objects.

4.1.1 A problemwith the QR approach

My anaysis of pragmatic weakening requires adistributivity operator. So to apply
it to object position, | will have to apply distributivity just to an object. One way of
applying distributivity to an object is to QR the object (assuming we may optionally QR
definite plurals) and then assume that the remaining structure forms a derived predicate that
can be distributed over the object DP (see, for ex., the discussion in Roberts 1987, and
Lasersohn 1998a). So, for example, the sentence in (5) could be interpreted asin (6)

(5 A boy tasted the cakes
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tasted'(x;)(x;)

Axi[tasted'(x;)(x))]

3x[boy'(x) & tasted'(x;)(x)]

Ax;3Ix[boy'(x) & tasted'(x;)(X)]

Pax,Ix[boy'(x) & tasted'(x;)(x)](the.cakes)
Vyly<[the.cakes] & ye[Cov;] ~3Ix[boy'(X) & tasted'(y)(x)]]

oukwbdrE

There is a problem with this, however: the expressioninline 6 of (6) can be true
if for each cake there is a different boy who tasted it, but the sentence in (5) doesn’t allow
this. The problem isthat we have given the universal quantifier introduced by distributivity
scope over the existential from a boy.

One way to avoid this problem is to adopt the groups approach to nonmaximality.
Then we would say that in (5), the object the cakes isn’t interpreted distributively, but asa
group. Then we don't need to QR the plural DP (or we could QR it, but it wouldn't affect
the interpretation). (5) would be interpreted smply as (7).

@) Jx[boy'(x) & tasted'(the.cakes)(x)]
But | argued in the last chapter that the groups approach is not the best way to handle

pragmatic weakening. Here we will adopt atheory in which we do not need groups, and we
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do not need QR.
4.1.2 "Generalized Distributivity"

Lasersohn (1998a) provides a general semantic rule for distributivity that can apply
to any constituent that can take a plural DP as its argument. The rule is modeled after
generalized conjunction (Partee and Rooth, 1983, Keenan and Faltz 1985); for thisreason
Lasersohn calls his D operator a"generalized D operator”. So from this point forward we
will use thisterm to refer to Lasersohn's D operator (where in Chapter 3 we had used it to
refer to aD operator that can range over pluralities aswell asatomic individuals;, now | will
simply assume that the D operator can always range over pluralities and individuals).

The rule crucially makes use of a generalized conjunction operator, so Lasersohn
gives the following (essentially standard) definition of a generalized conjunction operator
M.

(8 a. tisaconjoinabletype
b. If <a,b>isatypeand b isaconjoinable type, then <a,b> is a conjoinable type.

9 a If XcD,thennX =1if X ={1}; nX =0 otherwise.
b. If X c D, (Where <a,b> is a conjoinable type), then nX is that function
f € D_,p- SUch that for al a, f(a) = n {f'(a) [f'eX}
Lasersohn defines aset of "distributable types'; these are the types with which the
D operator can combine. Distributable types are defined with respect to conjoinable types.
Then the definition of the D operator is given below (I have altered Lasersohn's notation

dlightly so that it conforms with the conventions | am using here).

(10) Distributable types:
If aisaconjoinable type, then <e,a> is adistributable type.

(11) Wherea isan expression of some distributable type <e,a> and x is any individual
(ie, x€ Do) [Pal™(x) = r{[a]"(y) ly<x}
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The generalized D operator that Lasersohn gives does not make use of the variable
Cov; but this can beincorporated quite easily (as Lasersohn himself pointsout). We smply
change the interpretation rule for the D operator to the one below.

(12) Wherea isan expression of some distributable type <e,a> and x is any individual
(ie,x€ Do) [Pal™(x) = n{[a]"%y) | y=x & ye [Cov]**}

L et us suppose that the D operator is a syntactic object, whose presence can be (but
doesn't have to be) triggered by the presence of aplural DP. | will assume here that syntax
doesn't play any role in constraining the insertion of the D operator. The only constraint on
the distribution of the D operator is its semantic requirement that it apply to a thing that
takes aplural DP asits (first) argument.*

The definition in (12) takes a "mode of composition" approach to distributivity.
That is, it applies to a predicate in combination with its (plural) argument, rather than
applying either to the predicate or to the argument directly. (D operatorsthat are similar in
this respect can be found in Roberts 1987 and Schwarzschild 1992b.) For our purposesit
will be more convenient if we adapt Lasersohn's definition of a D operator into something
that can apply to objects of type <e,a>. So | give arevised definition of a generalized D
operator below.

(13) Where Z isavariable of type <e,a> (ie of a distributable type),
D=, AZMx{ Z(2) | z=x & ze[Cov,[}

With this D operator, we can account for pragmatic weakening on objects. | givea

derivation below.

L1 will later argue that general principles of economy can also play arole in restricting the
distribution of the D operator but this sort of restriction is not unigque to the syntax or semantics of
the D operator.
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(14) A boy tasted the cakes

t Pv234 DP1
| PN
tasted the cakes

the.cakes
Axhy[tasted'(x)(y)]
P = ARMX{R(2) | z=x & ze[Cov;]}
M Axay[tasted (X)(Y)](2) | zex & ze[Cov ]}
r{ AXwy[tasted'(X)(y)](2) | z<[the.cakes] & ze[Cov [}
=r{ Ay[tasted'(2)(y)] | zc[the.cakes] & ze[Cov ]}
. (=5) Ay'[y'e rf Ay[tasted'(2)(y)] | z<[the.cakes] & ze[Cov ]} ]
[aboy'] en{ Ay[tasted'(2)(y)] | z<[the.cakes] & ze[Cov ]}

arwONE

o

Let us consider this derivation in some detail. The generalized conjunction operator
always takes a set of functions (except in the case of sentence conjunction, where it takes
aset of truth values) asits argument. We will need to refer to that set here and throughout
this chapter, so let usnameit: itisaset of functionsF. What the D operator does is define
F asfollows. F istheset of functionsthat you get by plugging in the parts of agiven plural
object (X) asthe argument of agiven function of type <e,a> (inthiscase, R, type <g¢,<et>>).
Thisrestriction on F iswhere we get universal quantificational force over the parts of that

object.
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In the example in (15) the elements of F are functions of type <et>. Then the
meaning of the operator m comesin: r turnsthe set of functions F into that function f, also
of type <e,t>, such that for al x, f(x) = n{f'(x) | f' € F}.

Therefore, an expression like m{iy[tasted'(z)(y)] | zcthe.cakes & ze[Cov [}, from
line5, isitsalf afunction of type<et>. Thisiswhy 5and 5' are equivalent; the equivalence
between 5 and 5' is the same as the equivalence between girl' and Ax[xe[girl']]. We will
sometimes use this aternate notation where it makes our derivations easier to read.

So the function yielded by the generalized conjunction operator is a function that
takes individuals as its arguments and yields truth just in case that individual tasted (each
of) the cakes (modulo pragmatic weakening). If thereisa boy who hasthat property, then
the sentence in (13) will come out true. Hence we get distributive quantification with "low
scope'.

4.1.3 A subject-object asymmetry

Since we are treating the D operator as a syntactic object, thisleads us to expect that
there should be an asymmetry between distributivity over object DPs and distributivity over
subject DPs. Since object distributivity is due to a D operator on V, and subject
distributivity is due to a D operator on VP, and VP of course contains V, we expect an
asymmetry of the type illustrated below.

(16) Thegirlskissed aboy

(17) IP
T
DP I'
PN T
thegirls | PVPp

T



DP \A
| T
t VvV DP
AN
kissed aboy

(18) A boy kissed the girls

(29 IP
T
DP I
PN N
aboy I VP
T
DP \A
N
t PV DP
AN
kissed thegirls
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(16) can be true if each of the girls kissed a different boy, but the sentence in (18)

requires that there be a single boy who kissed every girl. Thisis predicted because in (16)

the D operator is applied to kissed a boy, so it has scope over the indefinite in object

position. (18) the D operator isapplied only to the predicate kissed, so it does not have scope

over the indefinite in subject position.

Of course, this argument would not go through if it were possible for definite

descriptions to undergo QR, as has been argued by, for example, May (1985) and Pritchett

(2990). | will take this argument as evidence, then, that definite descriptions do not undergo

QR (seealso Williams 1992, Dayal 1992, Krifka1992), and | will assumefor therest of this
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dissertation that thisis the case.?®
4.1.4 A scope puzze solved

Thistreatment of object distributivity, combined with the proposal | made in Chapter
3for all, immediately provides a solution to the following scope puzzle.

(20) A doctor examined every athlete
(21) A doctor examined all the athletes

The puzzle that these sentences present isthefollowing. (20) (apparently) allowsfor
either a doctor to take wide scope, or for every athlete to take wide scope. In the former
case, it means every athlete was examined by the same doctor, and in the latter, there could
have been several doctors who did the examining, as long as each athlete got examined.

(21), in contrast, only alows for the first possibility. So it appears that every athlete can

2 Thisis of course only acursory examination of many issues that are related to QR. For example,
Veneeta Dayal (p.c.) points out that QR to VP might make it possible to derive the desired "low
scope” for objects; but note that if we alowed for this we would still need to find away to rule out
QR of adefinite plural object to IP. Roger Schwarzschild (p.c.) points out that if D operators were
not licensed on derived predicates we could QR the object but this would not lead to a distributive,
wide scope reading (only a"group” reading would be allowed, making the QR semantically vacuous
in the same way that it is vacuous when applied to proper names). The point | wish to make in the
text isthat | have made one argument for prohibiting QR to definites, even if there are other issues
involved.

3 The derivation of certain kinds of "cumulative" readings might prove problematic under thisidea.
(I thank Roger Schwarzschild for pointing this out to me, and for the examplein (i).) For example,
the sentencein (i) is false on a cumulative reading (in which it is asserted that the total number of
New Jerseyans who voted for one or the other of the mainstream candidatesis few).
(1) Few New Jerseyans voted for the mainstream candidates

However, if we cannot QR the mainstream candidates, then it appears we incorrectly predict

that this sentence is (vacuously) true, because it is impossible to vote for the group of Dole and
Clinton, and because it is impossible to vote for Dole and vote for Clinton (ie, vote for them
distributively). Since, as| said in Chapter 2, cumulative readings are not part of the focus of this
dissertation, | will set this problem aside as one that should be treated as part of an analysis of
cumulativity.



125

take wide scope, but all the athletes cannot.*

Note that this is exactly the same as the subject-object asymmetry between
indefinites and definite plurals that we saw in the previous section.

The proposal | have made for all gives us an account in which the parallelism is
accounted for: it isdue to the syntactic scope of the D operator. Since all the athletesis, by
hypothesis, a definite description and not a quantified expression, then we expect that it
should not undergo QR. Thusits"scope,” likethe "scope" of any other definite description,
will be the scope of the D operator on which it is dependent.

The interpretation of (21) proceeds exactly like the interpretation of (15), above,
except that now the presence of all ensures there will be no pragmatic weakening.

(22) A doctor examined all the athletes

(23) |P6
DP I'
P U
adoctor | VP
S
DP V'5
| T
t Pv2,34 DP1
| PN
examined  dl the athletes
1. the.athletes”

“Some speakers allow awide scope reading for all, but find it is strongly dispreferred. Even the
widely-cited 'inverse scope’ examples from the literature (e.g. Hirschbiler 1982) sound much worse
with all than with every. (I thank Roger Schwarzschild for bringing this data to my attention.)

(i) A flag hung in every doorway/??all the doorways

(i) A policeman stood on every corner/*all the corners

Given that inverse scope for all is at best strongly dispreferred and at worst impossible, 1’1l put this
aside as being due to interference from the perceived synonymy of every and all.



126

. AxAy[examined'(x)(y)]
ARAXM{R (2) | z=x & ze[Cov,]}
. Axn{Axry[examined'(X)(y)] (2) | zex & ze[Cov]}
r{AxAy[examined'(x)(y)] (2) | z<[the.athletes®] & zc[Cov [}

={ Ay[examined'(2)(y)] | z<[the.athletes®] & zc[Cov [}
. (=5) Ay'[y'e n{ Ay[examined'(2)(y)] | z<[the.athletes¥] & zc[Cov [}]
. [adoctor'] en{ Ay[examined'(2)(y)] | z<[the.athletes¥] & zc[Cov ]}

I NEANNY

[e2N¢)

This parallelism between all the CN and the CN in object position is unexplained on
the view that all isauniversal quantifier.
4.1.5 Preview of thingsto come

One difference between all and every, then, is the difference between the scope of
distributivity and the scope of every: every undergoes QR and hence can take wide scope,
whiledistributivity isinterpreted in situ and hence hasits scope fixed wherever it isinserted.
In the rest of this chapter we will be concerned with other phenomenarelated to all, and the
scope of the distributivity operator that all is dependent on will play an important rolein our
discussion throughout.

Hereisapreview of some of the phenomenathat we will be concerned with for the
rest of this chapter. Oneissueisthe contrast between all and every in their ability to license
"collectivizing adverbials’, asillustrated in (24)-(25).

(24)  All the planes landed together/as a group/in formation/at once
(25) *Every plane landed together/as a group/in formation/at once

| will argue that the possibility of combining all with collectivizing adverbialsis due
to possibility of low scope of distributivity.

The other major issue we will address will be an explanation for Taub's
generalization. In Chapter 3 we saw that our proposal for all predicts that all should be able

to combine with collective predicates, but fails to predict that all cannot combine with a
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subclass of the collective predicates. In this chapter we will revise our analysis of collective
predicates and offer an explanation for Taub's generalization. Here again, the low scope of
the D operator will play acrucia role. In addition, we will see that our explanation for the
distribution of all also explains the distribution of pragmatic weakening, and of exception
phrases.

In our analysis of these phenomena, we will adopt a theory of collectivizing
adverbialsinspired in part by Lasersohn (1995), and atheory of "event identification™ from
Kratzer (1994), that both crucially make use of event semantics (although they do not share
all of their assumptions about event semantics). So before we can get to that analysis, we
have to adopt a particular framework of event semantics.

4.2 Events

In aneo-Davidsonian event semantics, averb isapredicate of eventsand it islinked
to its arguments through thematic roles. So a sentence like (26) is interpreted as (28), as
compared to the representation in (27) that | have been using so far.

(26)  Alvin kissed Roxy.
(27)  kiss(Roxy)(Alvin)
(28) Aglkiss(e) & Ag(eAlvin) & Th(e, Roxy)]
(29) dekiss(e) & Ag(eAlvin) & Th(e,Roxy)]

The verb kissistreated as a predicate of events, and individuals participating in the
event as agent or theme are linked to the event by means of thetaroles. A rule caled
‘existential closure' takes the predicate of eventsin (28) and changes it to a proposition as
in (29) by binding the variable over events e with an existential quantifier. Oncewe

have introduced an event argument on the verb, we will have to adapt our D operator to take

events into account. Distributivity in event semantics involves not just universal
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guantification over a DP denotation, but also existential quantification over the parts of an
event. It is perhaps easier to see how this will work if we consider just VP distributivity
first. Let'stake our old example, repeated below as (30).

(30) The boys ate a sandwich

On its distributive reading in our old semantics without events, (30) is interpreted
asin (31).

(31) VX[xc[the.boys] & xe[Cov,]-xe[ate.a.sandwich']]

Our old distributivity operator (the one that only applied to VP, from Chapter 3) was
defined as APLyVX[xcy & xe[Cov,] ~XxeP]. Its counterpart in event semantics could be
defined asin (32). Notethat | use the subset relation as the part-of relation on events.
(32) APMAeVYydE[ycx & ye[Cov,] - P(€)(Y) & €c€]

Thiswill apply toaVPlike (33) toyield (34). (I treat P here as avariable that ranges
over functions from individuals to sets of events (type <i,<v,t>>, see below), because this
iIswhat a VP denotesin event semantics.)

(33) Paxrdate(e) & Ag(ex) & Th(easandwich)] =
(34) Axievyde[yex & ye[Cov,] - ate'(€') & Ag(ey) & Th(€,asandwich) & €'ce]

When we have fed in the boys as the subject argument and existentially bound the
variable e, we get (35).
(35 devyde[yc[theboys] & ye[Cov,] - at€'(€) & Ag(e,y) & Th(€,a.sandwich) & ece]
Thus we take the distributive reading of the boys ate a sandwich to assert the
existence of an event which contains several subevents: these subevents areindividual ate-
a-sandwich events for each boy. We will carry this idea over to our definition of a

generalized D operator in event semantics. But first we need to discuss the assumptions



129

about event structure that allow us to talk about the parts of an event.
4.2.1 Plural eventsand parts of events

| will follow Landman (1996, 97) and others (eg Krifka 1992) in assuming that we
can define plural events. Landman and Krifka use a smple summing operation. So, for
example, if there are three different singing events in our model, e, €, and €", then the
extension of sing isasgiven in (36). Then we can apply the star operator to the predicate
of eventsin just the same way that we apply it to nominal predicates, and the result is a
plural event predicate *sing, whose denotation is given in (37).

(36) [sing]={e €,¢€"
(37) [*sing]={e €, €' ete, ete", €+€", ere+e"}

Landman assumes that there is a difference between sing' and *sing'. | want to
suppose something alittle bit different about the structure of our model, and the denotation
of sing'. Let us suppose that there is a set of atomic singing events in amodel, but thisis
not the denotation of sing'. Let uscall thisset sing #. The extension of sing' isthe power set
of theset sing#. In other words, the extension of an ordinary verbal predicate is similar to
the extension of aplural common noun phrase: it isaset of sets. One consequence of this
isthat now the set of atomic events, sing #, doesn't correspond to any lexical predicate. In
amodel where sing # is the set in (38), the denotation of sing' is the set shown in (39).
(38) sing#={e €,¢€"}

(39) [sng]={{e}.{e},{€},{ee}, {ee}, {€e}, {eee}}
One might wonder what counts as an "atomic" singing event. For example, suppose

Mary sings asix-minute aria. How many "atomic" singing eventsisthis? It seemsto me that
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there are basically two plausible answers to this question in the literature. One answer is.
it isone atomic singing event. Thisis because asinging of an ariais smply perceived to
be some sort of coherent whole. (See aso Moltmann 1997, and the discussion of an event
"for" a proposition in section 4.2.1.1 below.) Another answer is. many many singing
events. Thisisthekind of answer we find in the work of McClure (1994), who proposes
that activities are actually many many transitional events put together.

| think it's probably the case that both answers are correct, but different phenomena
inlanguage are sensitive to different level s of detail in event structure. Whether one chooses
the first answer or the second answer will depend largely on whether or not the phenomena
oneislooking at is sensitive to the difference. In our case we will choose the first answer,
because it seemsto be theright level for the things we are looking at. The definition of an
event "for" a proposition, discussed below, will help give us aformal way to do this.

Once we have anotion of atomic events and plural events, then we can talk about
the part-of relation on events. In this chapter we will crucially want to distinguish two kinds
of part-of relation.

Thefirst part-of relation isthe c relation, and it is useful in talking about the parts
of plural events. Suppose we assert (40).
(40) John and Mary ate dinner

Let us assume that thereisa D operator on the VP. Then (40) isinterpreted as (41).
(41) devyde[yc[I&M] & ye[Cov)] - ate'(€) & Ag(€,y) & Th(edinner') & €ce]

This sentence asserts the existence of a (plural) event, which has subevents of the

following sort: one subevent isan event of Mary eating dinner, and one is an event of John
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eating dinner. (Note that the variable e ranges over atomic and plural events.)

There is another kind of part-of relation on events that will prove relevant in later
sections. Thereisaclear intuition that tells us that the event of John picking up his fork,
for example, or Mary cutting into her pork chop, are also "subevents' of an eating dinner
event. However, athough they are subevents of eating-dinner events, they are not
themselves eating-dinner-events. To represent this part-of relation on events, | will use the
symbol «. So, for example, (42) is an expression that makes use of the « relation.

(42) dedelest(e) & Ag(eM) & Th(edinne’) & cut'(€) & Ag(e,M) & Th(€.p.c.) & €«¢]

The expression in (42) saysthat there exists an event of Mary eating dinner, and an
event of Mary cutting her pork chop, such that the latter is « the former.

Oneway to think of the difference between the < and the « relation on eventsis that
they correspond to Link's "i-part" and "materia part-whole" relations, respectively (I thank
Angelika Kratzer for this suggestion). For example, in the material domain, the handle of
my coffee cup isin the material part-whole relation to my coffee cup. What this meansis
that "the portion of matter congtituting the handle of my coffee cup is m-part of the portion
of matter constituting my coffee cup,” according to the paraphrase suggested by Link.

In order to carry this over to events we have to assume there is some kind of eventive
equivalent to "matter”; we'll assume that this notion is plausible and call it "event stuff”.
Then the « relation does indeed look like the materia part whole relation. Thisleads usto
expect that (42) can be paraphrased as, "the portion of event stuff constituting the event of
Mary cutting her pork chop is part of the portion of event stuff constituting the event of

Mary eating dinner”, which, | submit, istrue.
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The i-part, or c relation, is coarser than the material part whole, or « relation, as
Link points out, because the following conditional holds, but it is not a biconditional.
(43) €ce-€<e

This is a welcome fact, because in our upcoming discussion of together the
difference between subevents that are <, but not <, alarger event will be crucial.
4.2.1.1 An event for a propositon

There is another potential problem in event semantics that we should deal with here.
Because we existentially quantify over events, there are many events that could potentially
make the sentence in (44), trandated as (45), true.

(44) John ate beans
(45) deate(e) & Ag(eJ) & Th(ebeans)]

For example, obviously an event in which John ate beans makes (45) true. But so
does aplural event, onethat contains as its subevents the event of John eating beans and the
event of the Yankees winning the World Series in 1996. Another event that makes this
sentence true is the plural event containing the event of John eating beans, the event of the
Y ankees winning the world seriesin 1996, and the event of Nixon'svisit to China. And so
on. Thisextraneous stuff would prove troublesome to our analysis in the coming sections
if weletitin.

One approach to this problem is taken by Lasersohn (1995). For every case where
it makes adifference (particularly in the analysis of together) L asersohn introduces the part-
of relation as part of the semantics of the relevant operator, so that the extraneous event-stuff
doesn't interfere in the evaluation of the truth of the sentence. But in addition to being

cumbersome, it fails to capture the fact that it seems to be the case generally that when we
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talk about events we want to talk about something like the "minimal” event that makes a
sentence true.

But using minimal eventsis not avery good solution either. Kratzer (p.c.) points out
that if we always evaluate propositions with respect to minimal events, this seemsto give
us the wrong results. For example, take a sentence like Mary sang. Consider the case we
saw earlier, where there is an event of Mary singing an aria. If we use minimal events to
evaluate the sentence Mary sang, then it would appear to be the case that a minimal event
that makes this sentence true is any of the instants during which Mary was singing. But our
perception is that the event that makes the sentence true is the big event that includes the
whole aria.

Angelika Kratzer suggeststhat her ideaof "an event for a proposition” as the default
mechanism for selecting an event that makes a sentence true will do the job we need here.
The basic ideais that we don't have to evaluate a sentence with respect to a minimal event
in order to keep out extraneous events. Instead, the way the notion of an event for a
proposition is defined, we are alowed to choose sets of (or sums of, in Kratzer's
formulation) minimal events. So for example, even if we count every instant of singing an
Ariaas asinging event, thiswould allow us to choose the event of Mary singing the whole
ariaas the event for the proposition Mary sang, aslong as it doesn't include any parts that
are not events of Mary singing.

The definition of an event for a proposition is given in (46). (Due to Angelika
Kratzer, p.c.; but her formulation uses <. Because of the way it is defined, it actually

doesn't matter whether we use « or c as the relevant part-of relation in my version.) (Recall
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that propositions are taken to denote sets of events before existential closure.)

(46) Aneventeisan event for aproposition p iff:
Ve[e«e & €ep -~ Je'[e«€"«e & min(e)[e"ep]]]

The expression min(e'")[€" ep] is meant to be read as, "€" isaminima event such
thatitisinp".

When we evauate the truth of a sentence, we always choose an event for that
proposition, and hence that there is no extraneous stuff in the event.
4.2.2 A model with events, and some syntactic considerations

By treating verbs as predicates of events, we have a different kind of model, onein
which the universe of entitiesis sorted so that it includes events and individuals as separate
types. Following the notation used in Lasersohn (1998), we will say that individuals are of
typei and events are of typev. (Typet, the type of atruth value, remains the same.) Now
apredicate like sing is not type <e,t>, but <i,<v,t>>. It can be represented equivalently as
either (47) or (48).

(47) sing
(48) Axielsing'(e) & Ag(ex)]

To keep things ssimple, even though we have some new typesin our system | will try
to stick to the conventions of variable use as closely as possible. So, for example, aswe saw
above, | will assume that P ranges over (one-place) verba predicates — only now averbal
predicate is a function from individuals to a function from events to truth values. | will
follow suit with other variables (such as R, a variable over relations, which are now type
<i,<i,<v,t>>).

We will also adopt a stipulation that Landman (1996) proposes on thematic roles,
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which he calls the "unique role requirement” (URR). He argues that thematic roles are
partial functions, not relations, from events to individuals. This means that every event can
have at most one individual satisfying its agent role, its patient role, etc. Landman argues
that adopting this stipulation leads to some welcome results, including a solution to the
problem of linking the argument of a by-phrase to a passive sentence. | will adopt the
unique role requirement here, because allowing multiple agents, say, of asingle event would
complicate our semantics in unwelcome ways. It should be noted, though, that it is possible
to have an event semantics without it (see Schein 1993 for one such system, where events
can have multiple agents and multiple themes, etc).

Finally, | will also adopt a variation on a principle proposed by Landman called the
"Scope Domain Principle’ (SDP). This principle says that quantifiers must take scope
outside of the existential quantifier introduced by existential closure (this is the scope
domain). Here we will take Landman's SDP as the instantiation in event semantics of the
ideathat quantified expressions must undergo QR.® For concreteness, we will suppose that
existential closure is introduced at the IP level, and that QR is adjuction to IP or a higher
verba projection. (If we alow QR to VP, then existential closure would have to be
permitted to apply at thislevel; | won't explore that possibility here.)

The SDP is motivated in part by the fact that negative quantifiers must take scope
over existential closure if we are to generate the right interpretation for a sentence like (49).

(49) Nogirl left.

® Landman suggests that QR might be a viable syntactic instantiation of thisidea, but he does not
explicitly adopt the idea, preferring instead not to take an explicit stand on the syntax-semantics

mapping.
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If no girl isallowed to take scope inside the existential quantifier, then the sentence
would be interpreted asin (50).

(50) Je[-3Ix[girl(x) & left'(e) & Ag(ex)]]

Theexpressionin (50) means something like, 'thereisan event in which no girl left,’
but this is clearly not what the sentence in (49) means, so (50) must be wrong. (50) is
almost guaranteed to be true in any model: an event that contains only a dog barking and
nothing else makes the sentence true. So we need away to rule out thisreading: Landman's
SDP stipulates that the negation must take scope outside of existential closure, asin (51).
(51) -3x[girl(x) & Je]left'(e) & Ag(ex)]]

In this way the SDP guarantees that we get the right interpretation of (49) in event
semantics.

Another motivation for the SDP isthat it is necessary in order to be consistent with
the unique role requirement. Take the sentence in (52), with the putative interpretation in
(53).

(52) Every girl walked
(53) defwak(e) & vx[girl'(x) - Ag(ex)]]

If the interpretation in (53) were licensed, then the unique role requirement would
tell us that this sentence could only be true in a model with one girl, because an event of
walking can have only one agent. But thisis obviously wrong. The SDP rules it out by
requiring that the universal quantifier over girls take scope over the existential quantifier
over events, asin (54).

(54) wx[girl(x) -~ Jefwak(e) & Ag(ex)]]

Landman's version of the SDP allows that definite and indefinite NPS/DP's may
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optionally take scope outside of the scope domain. However, we have already seen evidence
againgt thisidea. Itisnot clear to me why Landman assumes that we need optional QR for
non-quantificational DPs,®but in any event here we will stick to the assumption that they
do not QR. Hence indefinites and definites are not subject to the SDP.
4.2.3 Ageneralized D operator for event semantics

Now we have a general framework of event semantics, and we need to adapt our
generalized D operator to event semantics. Again, Lasersohn (1998a) has already shown
how such aD operator will work. Since the generalized D operator depends on generalized
conjunction, we will have to define generalized conjunction for event semantics. We will
adopt Lasersohn's treatment of generalized conjunction in event semantics. Note that
crucialy conjunction in event semantics involves a part/whole relation on events. | take the
relevant part/whole relation to be ¢, following the discussion of the previous sections.

The definition of a conjoinable type, and of generalized conjunction, must be
revised to take the type of eventsinto account. Theserevisions are given in (55) and (56)
(adapted from Lasersohn 1998a:87).

(55) a <v,t>isaconjoinabletype.
b. If <a,b>isatypeand b isa conjoinable type, then <a, b> is a conjoinable

® 1t appears that for Landman, we need it to account for exampleslike (i), with two indefinites.
(i) Three boysinvited four girls
The literature on these types of examplesisvery large, and | won't go into all of the issues
that an example like (i) brings out (see, for example, Scha 1981, Roberts 1987, van der Does 1993).
But the relevance of this exampleisthat it appears that Landman uses QR to generate the reading
of (i) inwhich, possibly, each boy invites four different girls, so there are up 12 girlsinvolved —
four girls per boy.

It seems to methat it would aso be possible to account for this reading simply by inserting
aD operator on the VP, which would take scope over the indefinite four girls. However, thisisjust
speculation because | have not given atheory here of whether or when D operators are licensed with
indefinites.
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type.

a If XeD_, .., then nXisthat function f: D, ~D, such that for all ecD,:

f(e) = 1iff vi'eX Jecef'(€) =1.
b. If X<D_,,. (Where<a, b>isatypeand b isaconjoinable type), then nX is
that function fe D_,,,. such that for all a, f(a) = n{ f'(a) | f'eX}.

Our generalized D operator now does not have to change very much, except that the

type of individualsis now typei instead of typee. Otherwise, (57)-(58) are exactly like (10)

and (12) from section 4.1.2.

(57)

(58)

Distributable types:
If aisaconjoinable type, then <i,a> isadistributable type.

Where o isan expression of some distributable type <i,a> and xisany individua (ie,
x € D) [Pa]"9x) = n{[a]"%y) | y=x & ye[Cov,]"%}

And again, aswe did earlier, we adapt the definition in (58) so that our D operator

can apply directly to a predicate.

(59)

Where Z isavariable of type <i,a> (ie adistributable type),
=4 MAx{Z(2) | z=x & ze[Cov,]}

Let us apply thisto an example similar to the one we saw earlier: | will change the

indefinite a boy to the definite description Kelly to make our explanation below a bit

simpler. If we apply this D operator to the verb in the sentence below, the effect of event

semantics is not immediately obvious. We will need to do some more "unpacking” at the

end of the derivation.

(60)

(61)

Kelly tasted the cakes
|P6

DP I
| /\

Kelly | VP
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T
DP V'5,5'
T
t Pv2,3,4 DP1
AN
tasted the cakes
1. the.cakes
2. AMxAyhe[tasted'(e) & Ag(ey) Th(ex)]
3. MARxr{R(2) | zex & ze[Cov;]}
4. xr{xiyreftasted'(e) & Ag(ey) & Th(eXx)] (2) | zex & ze[Cov [}
5. m{Mxayre[tasted'(e) & Ag(ey) & Th(ex)] (2) | zc[the.cakes] & ze[Cov [}
=n{Ayreftasted'(e) & Ag(ey) & Th(ez)] | zc[the.cakes] & ze[Cov [}
5. (=5) Ay'[y'e m{Ayre[tasted'(e) & Ag(ey) & Th(ez)] | z<[the.cakes] & zeCov}
6. [K] e m{Ayreftasted'(e) & Ag(ey) & Th(e2z)] | zc[the.cakes] & ze[Cov [}

The expression in line 6 has the events "buried" down inside the meaning of the
function that takes the subject as its argument. We would like to translate this expression
into something that looks more like the convention in event semantics, with an existentially-
closed event variable having the highest scope.

To do thiswe need to see just what the function is that the generalized conjunction
operator givesus. Ther operator takes asits argument the set of functions F that we get by
plugging each individual part of the denotation of the cakes as the theme argument of tasted.
Let us suppose that the denotation of the cakes is the set containing a chocolate cake, a
lemon cake, and a streusel cake. Then F could alternately be written asin (62).

(62) { Ayretasted'(e) & Ag(ey) & Th(ethe.choc)], Ayreftasted'(e) & Ag(ey) &
Th(ethelem)], AyAg[tasted'(e) & Ag(ey) & Th(ethestru’)] }

When the generalized conjunction operator takes this set of functions as its
argument, it yields a function f of type <i,<v,t>>. This function can take Kelly as its

argument, and will assign to K the value of afunction f' of type <v,t>, which is also defined
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by using generalized conjunction (because i is recursively defined).
The function f' is, according to our example, the generalized conjunction of the set
of functionsin (63). Hereour F isaset of functions of type <v,t>.

(63) {Aeftasted'(e) & Ag(eK) & Th(ethe.choc)], Agftasted'(e) & Ag(eK) &
Th(ethelem)], reftasted'(e) & Ag(eK) & Th(ethe.stru’)] }

Now that our F isaset of functions of type <v,t>, the definition above tells us what
rn applied to (63) should look like. | repeat the definition as (64) for the reader's
convenience.

(64) If XD, then mXisthat function f: D, -~ D, such that for all ecD,;:
f(e) = 1iff vi'eX Je'cef'(€) =1.

In other words, this function will yield the value true for some event eonly if for
every function f in the set of functionsin (63), e has a subevent that would yield the value
true for f.

Now, we can replace the universal quantification over functionsf with anotation that
expresses the fact that these functions are gotten by universally quantifying over the parts
of the cakes; namely, we can quantify over the cakes directly. First we will use the set of
events notation (because here we are dealing with functions from events to truth values) and
then we will apply existential closure to come up with a proposition that is the meaning we
want to assign to the derivation in (61).

(65) Arevxde[xc[the.cakes] & xe[Cov,] - tasted (€') &AQ(€,M) & Th(€',x) & €ce]
(66) devxde[xc[the.cakes] & xe[Cov,] - tasted (€') &Ag(€,M) & Th(€',x) & €ce]
In other words, (66) means the same thing as the last line of (61) (modulo existential

closure). In the examples we will look at in the rest of this chapter, we will follow this
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pattern in looking at the derivation. We will first derive a sentence straightforwardly asin
(61), and then "unpack™ its meaning so that we can convert it into an equivalent statement
that looks more like the event semantics we are used to.

The derivation with an indefinite subject would look quite similar. 1f we replaced
Kelly with an indefinite like a boy, then we would assert that there exists aboy who isin the
domain of afunction f such that f assigns to that boy a property of events of the following
sort: the property istrue of an event if for each cake in the cakes, that event has a subevent
of that boy eating that cake.

At this point, we are finally ready to look at some of the interesting phenomena
involving all and every that were mentioned in section 4.1.5. First wewill turn our attention
to collectivizing adverbials.

4.3  Collectivizng Adverbials

The distribution of all and every differ with respect to a subclass of collectivizing

adverbials, as shown in (67)-(68).

(67)  All the planes landed together/in formation/as a group/at once
(68) *Every plane landed together/in formation/as a group/at once

By "collectivizing" | mean an adverb that takes a predicate that applies to atomic
individuals, such as land, and appears to turn it into a predicate that will apply only to
pluralities: asingle plane can land, but it cannot land together.

The difference between (67) on the one hand, and (68) on the other, will be explained
as adifference between the scope of distributivity and the scope of a quantified expression.
Distributivity can take low scope, over just the verb. This meansit can take scope inside

the 'scope domain'. A quantified expression, on the other hand, always takes scope outside
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the scope domain. We will see that this means that the expression every planeis forced to
take scope that istoo wide to give a sensible interpretation when it is combined with aVP
containing one of these collectivizing adverbials.

To see how this works, we first need an analysis of collectivizing adverbials. |
propose that together involves akind of quantification over individual parts of aplural DP;
thisiscontrary to aproposal by Lasersohn (1995) in which the quantification introduced by
together isover events. However, | borrow from Lasersohn the idea of eventsthat "overlap".
Theideaisthat a sentence with together istrueif the event that the sentence picksout is an
event that has the right kind of subevents, and those subevents overlap along some
dimension. For example, we may say that an event of John and Mary sitting is a 'together’
event if the subevents of that event, namely the event of John sitting and the event of Mary
sitting, overlap in space and time. Lasersohn discusses several different ways that events
can overlap, including space, time, and a"socia accompaniment” reading of together. For
now let's suppose that the relevant notion of overlap for our planes example is overlap in
terms of space and time, which I'll write ast. Then we can give the following transation
for VP-attached together.

(69) APAXAEP(X)(€) & WY,y ,€,€yex & Yex & y#y' & P(Y)(€) & P(y)(€") & €ce& €'ce
- 1(€) o 1(€")]]

Thisdefinitionisvery long. To make our derivations easier to read | will adopt the
convention of starting a new line for the meaning of together in the derivations.

Now let's apply our interpretation of together to a sentence like (68). We have
already said that distributivity can apply toaVP. If wetake the structurein (70), and apply

distributivity at the level of the lowest VP, then the derivation can proceed as given in (71).
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(Since land isintransitive, we could equivalently apply D to V.) (Note that | assume that

thetracet; contributes avariable x; to the derivation, and that together is coindexed with the

DP, licensing lambda abstraction over that variable. Thisisnot crucial but it makes things

simpler.)

(70) IP8

DP I’
A /\
theplanes, | VP7
/\
VP4,5 AdvP6
N PN
DP \A together,
| |
t, °V1,2,3
|
landed

(71)

1
2.
3.

g land'(e) & Ag(ex)]

AMPAX{ P(2) | zex & ze[Cov ]}

Mr{ Axagland'(e) & Ag(ex)] (2) | zex & ze[Cov [}
=mxr{Agfland'(e) & Ag(e,z)] | zex & ze[Cov|]

4. r{refland'(e) & Ag(e2)] | z=x; & ze[Cov ]}
5.
6. APMXAEP(X)(e) & Vy,y',€,e'[yex & y'ex & y2y' & P(y)(€) & P(y')(€") & €ce& €'ce~

A [r{Aelland'(e) & Ag(e2)] | zex; & ze[Cov,]} ]

1(€) o 1(e")]]
Mae [r{Aglland'(e) & Ag(e2)] | zex & ze[Cov,]}](e) &
vyy',e.eyex & y'ex & y»y' & land'(€) & Ag(e,y) & land'(e") & Ag(ey') & €ce
e'ce- 1(€) o 1(e")]]

e n{Agfland'(e) & Ag(e2)] | z<[the.planes] & ze[Cov [} ](e) &
vy,y'€,e'[ye[theplanes] & y'e [Cov] & y=Yy' & land'(€') & Ag(€y) & land'(€")

& Ag(ely') - €ce & €'ce& 1(€) o 1(€")]]

To see in more detail what this means, first notice that the contribution of the D

operator and the contribution of together can be treated separately, because the meaning of
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together is conjoined to the meaning of the VP. So first we will pay attention just to the
distributive "part" of line 8 (namely, the first line).

First we need to consider what set F the generalized conjunction operator takes as
its argument. Here it will be the set of functions f' that you get by substituting every
individual plane that is part of [the.planes] in for the Agent argument of land. So
F={\gfland'(e) & Ag(eplanel), refland'(e) & Ag(eplane?)]...} and so on (modulo pragmatic
weakening, to repeat the familiar refrain).

So this means that the function yielded by the generalized distributivity operator
applied to this set could be equivaently written as (72) (recall that 1 of sets of functions of
type <v,t> introduces existential quantification over parts of an event).

(72) {Ar€lland'(e) & Ag(e2)] | zc[the.planes] & ze[Cov ]} =
re"vx3e[x c [the.planes] & x €[Cov,] -~ land'(€) & Ag(€,X) & €ce"]

If we use this equivalence in line 8 of the derivation above, we get the expression in

(73).

(73)  re[Ae"[VxTIe[xc [the.planes] & xe[Cov] - land'(€') & AQ(€'.X) & €ce"] (e) &
vyy' €, e'[ye[theplanes] & y'e[theplanes] & y+y' & land'(€) & Ag(e.y) & land'(€")
& Ag(ey') & €ce & €'ce - 1(€) o 1(€")]]

Lambda conversion turns (73) into (74).

(74)  rg[VxT€[x c [the.planes] & x €[Cov,] -~ land'(€) & AgQ(€X) & €ce&
vyy'€.e'[ye[theplanes] & y'e[theplanes] & y=y' &[land'(e) & Ag(ey) &
land'(€") & Ag(€\Y) & €ce& €'ce - 1(€) o 1(€")]]

Finaly, we apply the familiar operation of existential closure to arrive at the

proposition in (75).

(75) Jevxde[x c [the.planes] & x €[Cov;] - land'(€') & Ag(e',X) & €ce &

vy,y' €. e'[ye[theplanes] & y'e[theplanes] & y»y' & land'(€) & Ag(e\y) &
land'(€") & Ag(€\Y) & €ce& €'ce - 1(€) o 1(€")]]
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The expression in (75) says that there is an event which has as its subevents a
landing event for each plane (modulo pragmatic weakening), and that these subevents are
in the right sort of relation (spatio-temporal overlap) to make the big event e an event that
IS "together".

The derivation of (75) has two instances of universal quantification over the parts
of [the.planes]: one introduced by the D operator, and one introduced by together. But
crucialy, neither of them has scope over the other, so neither of them "interferes* with the
other.

If, on the other hand, the universal quantifier every plane is subject to the SDP, then
it must QR and it will take wide scope over the universal quantifier(s) introduced by
together. The result will be that together fails to have the right kind of object to quantify
over, and hence the sentenceisill-formed.

Take the structure of (68) to be (76), where every plane has undergone QR so that

It can take scope outside of the scope domain. Then the derivation will work as given below

in (77).
(76) IP5
DP P4
PN N
every plane DP I'
| T
t I VP3
/\
VP1 AdvP2
N N

DP V' together
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(77)
1. xaeland'(e) & Ag(ex)]
2. APMAEP(X)(e) & VY, y'e,eyex & y'ex & y#y' & land'(€) & Ag(ey) & land(E)&
Ag(ey) & ece & €'ce~ 1(€) o 1(e")]]
3. Maglland'(e) & Ag(ex) &
vy €€ [yex & y'ex & y=y' & land'(€) & Ag(ey) & land'(e") & Ag(e\y') & €ce &
e'ce- 1(€) o 1(eM)]]
4. Jefland'(e) & Ag(ex) &
vyy.e.eyex & y'ex & y»y' & land'(€) & Ag(e,y) & land'(€") & Ag(ey) &éee&
e'ce- 1(€) o 1(eM]]
5. Vx[plane'(x) - Jefland'(e) & Ag(ex) &
Vyy'e,eyex & y'ex & y»y' & land'(€) & Ag(e,y) & land'(€") & Ag(ey) & €ce &
e'ce- 1(€) o 1(eM)]]
Now the problem should be clear. Every quantifies over the set of planes, but since
together is inside its scope together is forced to quantify over a singleton domain.
This problem does not arise with all because, as we have seen, the scope of the
distributivity operator is low enough that it does not interfere with the quantification
introduced by together.
| suggest that other collectivizing adverbials, such as as a group, at once, and in
formation have a ssimilar meaning. Their contribution to the meaning of a sentence is to
quantify over parts of an individual and parts of an event.
| have argued that the difference between the sentences in (67), with collectivizing

adverbials and every, and the sentences in (68), with collectivizing adverbials and all, is

really a difference between the scope that a distributivity operator can take and the scope
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that every can take. The scope of every has to be outside the scope domain and hence
outside the VP where the adverbial is adjoined.

There is no obvious account for this difference between all and every if we treat all
asauniversal quantifier. But it follows from the proposal | have already made to capture
the maximizing effect of all.

In the next section we will return to predicates that are lexically collective, and see
how we can explain the differences between all and every with these predicates. We will
see again that scope plays arole. Thisin turn will lead us to an explanation for Taub's
generalization.

4.4  Lexically Collective Predicates
By 'lexically collective predicates | mean predicatesthat do not need acollectivizing
adverbial to be interpreted collectively. These include predicates like the following:
(78)  The students gathered in the hallway
(79) Theboysare abig group
(80) Thegirlsbuilt araft (allows a collective reading)
These predicates cannot be combined with every; however, some of them can be

combined with all.

(81) a ?Every student gathered in the hallway
b. All the students gathered in the hallway

(82) a *Every boyisabig group
b. *All the boys are abig group

(83) Every girl built araft (distributive only)

a
b. All the girls built araft (collective or distributive)
As we discussed in Chapter 2, the distribution of all with collectives is somewhat

curious because it can occur with some collective predicates but not others. There |
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proposed an analysis of how collective predicates can occur with all, but it failed to predict
that some collective predicates cannot. Here | will propose a different analysis of these
cases, and we will crucially use Taub's generaization to point the way toward an
explanation. Recall that Taub's generalization is (84).

(84) Taub'sGeneralization: The collective predicates that allow all are the collective
activities and accomplishments; collective states and achievements do not allow all.

We have seen the data that Taub givesin support of this generalization before, but | repeat
it below for the reader's convenience.
Callective states:

(85) *Theboysareal abiggroup
(86) *Thetreesareal densein the middle of the forest (*on collective dense)

Collective activities:
(87) All the boys carried the piano around for an hour

Caollective accomplishments:
(88) All the students gathered in the hallway
(89) All thegirls built araft

Collective achievements:
(90)  *All the senators passed the pay raise
(91) *All the students el ected a president

Recall aso that, as | pointed out in Chapter 3, except-phrases show the same
distribution as all in this respect, as shown in (92)-(95). This gives us additional evidence
for the significance of Taub's generalization.

(92) *Theboys are ahig group, except for Jason
(93) The boys carried the piano around for an hour, except for Alex
(94) The students gathered in the hallway, except for Sarah
(95) *The senators passed the pay raise, except for Lautenberg
Finaly, we also saw that the predicates of Taub's generaization do not alow

pragmatic weakening.
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(96) *Theboys are abig group, but not Jason/but not Jason and Alex

(97) Theboys carried the piano around for an hour, but Alex was sleeping

(98) The students gathered in the hallway, but not Sarah

(99) *The senators passed the pay raise, but not Lautenberg/ but not Lautenberg and

Kennedy

Clearly, then, the best account of Taub's generalization for all would also provide an
explanation for why it also holds for the distribution of except phrases and for pragmatic
weakening.

So the question is, how can we account for Taub's generalization? To answer this
question, | think we have to ask what activities and accomplishments on the one hand, or
states and achievements on the other, have in common. And the literature on lexical aspect
gives us a pretty clear answer to the first question.

441 Lexical aspect: Do

Many authors (Dowty 1979, Mittwoch 1982, Pustgjovsky 1991, Grimshaw & Vikner
1993 and others) propose that activities and accomplishments have in common a
subcomponent of their meaning that is, in asensethat is made precise differently in different
theories, an "activity." This component has various names, including "activity", "process"
and "DQO". Here | will adopt the term DO. Following Mittwoch (1982) | treat DO as a
predicate (rather than, for example, an operator or a modifier, two options considered in
Dowty 1979).

| treat DO as akind of bleached out predicate that applies to processes of all sorts:
many things can count as a DOing. Some predicates more strictly lexically specify what

activities can count as their DO part. For example, a predicate like sweep the floor will

pretty much only allow moving a broom back and forth across the floor as part of its DO.
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On the other hand, apredicate like build a raft hasto allow alarge variety of thingsto count
as DOings: hammering, sawing wood, etc, because all of these things help make up the
process part of building a raft. This difference is, | take it, ssimply part of the lexica
meaning of the verb.

Accomplishments and activities differ in that accomplishments are postulated to
contain in addition to DO a subcomponent that is a stative predicate — a predicate naming
a state that results from DOing the activity named by the verb. So, for example, the
predicate build a house has two parts, which can be schematized as in (100).

(100)  build ahouse
/ \

DO state

Many of the proposals for instantiating this idea include reference to a BECOME
operator or aCAUSE operator (or both) (see, for example, Dowty 1979, Pustejovsky 1991).
However, since the existence or nonexistence of these operators does not bear on the issues
to be addressed here we will put this possibility aside. The important issue for us hereisthe
existence of the activity component of the verb.

One frequently cited argument in favor of introducing the structure in (100) is the
almost test. This argument notes that the sentence in (101) is ambiguous.

(101) Karen almost built a house.

The sentence can mean either that Karen was thinking about building a house but
never actually did anything, or it can mean that she actually did do some building — maybe
put down a foundation and built a frame — but that the house did not get finished.

Proponents of the structure in (100) point out that this structure gives us away to account
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for thisambiguity: almost can take scope over the entire predicate, build a house, leading
to thefirst reading; or it can take scope just over the result state part, leading to the second
reading. Without thisinternal structure we would not be able to give this analysis for the
ambiguity.

The argument for including DO as a subpart of activity predicates comes from the
fact that activities and accomplishments show similar behavior with respect to a wide
variety of aspectua tests. Hereisjust one of them: cooccurrence with durative adverbials.
Consider the sentence in (102).

(102) Kate was building a house for three years

The adverbial phrase for three years does not modify the result state: this sentence
does not mean that the house existed for three years. Rather, it means that the process of
building went on for three years. So durative adverbia phrases modify processes, or that
part of the predicate that we are calling DO.

Durative phrases also modify activities, as shown in (103)

(103) Kate was singing for twenty minutes

If we postulate that durative phrases modify processes or DO, then the simplest way
to account for (103) isto say that it, too, has a process component to its meaning. (For more
discussion on the similarities between activities and accomplishments, see e.g Mittwoch

1982, McClure 1994.)’

" There is awell-known phenomenon in which the classification of a sentence as an activity or an
accomplishment can be affected by the form of the verb'sdirect object. Bare plural objects (and mass
nouns) license an iterative reading that behaves like an activity.

(i) John built houses (for three years)
The existence of this phenomenon does not bear on our concerns here, since the alternation is
between activity and accomplishment and we are interested only in what activities and
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4.4.1.1 Projecting aspect into syntax

Here | will propose that the DO component of activities and accomplishments is
projected into the syntax as akind of aspectual head that takes the phrase projected by the
lexical head of the verb (for instance, build) asits sister. This proposal is actually aversion
of anideathat has seen many versions. With respect to the aktionsart literature, Pustejovsky
(1991) makes a similar proposal but his structures are at the level of lexical conceptual
structure, not syntax. Dowty (1979) cites a paper by Ross (1972), in which Ross proposes
that "every verb of action is embedded in the object complement of a two-place predicate
whose phonological realization in English isdo.” (Ross, p.70, quoted from Dowty, p.111),
couched in the Generative Semantics framework.

In addition, the sort of syntactic structure | am proposing has been widely used inthe
syntactic literature. | probably couldn't do justice to the many uses to which the idea has
been put but here is a sampling. Hale and Keyser (1987, 1993) use an empty verbal head
in their analysis of middle constructions. Larson (1988) proposed the "V P shell" analysis
of English double object constructions, in which an empty verba head dominatesthe phrase
projected by the lexical head. Speas (1990) proposes that agentive predicates project an
empty V head. Johnson (1991) uses the idea to account for some properties of adverb
placement with transitive (ie single-object) verbs.

The proposal | will make here is probably closest to the syntactic proposals in

McClure (1994). McClure proposes two aspectua projections above VP that are licensed

accomplishments have in common. For more discussion of this phenomenon see Tenny (1987) and
Krifka (1992).
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(in part) by the lexical content of the verb: for him DO occupies the higher of these two
projections. Likewise, | propose that DO is akind of aspectual head that is licensed by the
semantics of the lexical head (although the meaning of my DO is quite different from the
meaning of McClure's DO, which is described in terms of a different theory of aspect).
The structure | propose for activities and accomplishments is one in which the verb
projects two heads into the syntax, and the higher head is an aspectual head that contains
the DO portion of the predicate. The higher head is phonologically empty, but it contributes
the meaning of DO to the verb (and to the sentence) and it is the predicate that takes the
subject (usually, but not aways, the Agent) asitsargument. The structure of a sentence like

the students carried the piano, then, looks like this:

(104) IP
DP I
P
the students, | VP
/\

DP \A

| S

t; \Y VP

| |
DO \A

/\
\Y DP
| PN

carried  the piano

Two syntactic issues should be immediately addressed. First, in my examples| show
that the only functional head above DO is IP. However, | assume that in general DO is

below any other functional projections that dominate VP, and the above structure can be
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adapted to a syntactic theory in which the functional structure of the clause is more
articulated (ie, where AgrOP or TP, for example, are hypothesized to be present) without
affecting the basic points | intend to make here.

Secondly, one may wonder whether carry incorporates into DO, either at the level
of overt syntax or at LF. Certainly it isthe case that in most if not all of the analyses cited
above, the lexical verb does incorporate into the head of the verbal "shell”. For Larson's
anaysisitiscrucial that the verb should raise because otherwise his analysis predicts the
wrong word order, and he motivates the movement in terms of case theory. Many of the
other analyses do not have the word-order imperative and so the reasons for postulating head
movement are basically theory-internal (eg, again motivated by case considerations). Itis
not crucial to us whether head-movement occurs or not; what iscrucid isthat even if head
movement occurs wetreat DO and the lexical verb asdistinct (even if incorporated) objects.
So in the derivations | won't show incorporation but we could alow it if there were good
reasons to.

| propose that the lexical semantics of the predicate carry, for example, is divided
between the two verbal heads asfollows. Each verbal head has two equivalent translations
(just as we saw earlier that sing has two equivalent trandations).

(105) DO =mxxAe[DO(e) & Ag(ex)]
(106) carry' = AxAg[carry'(e) & Th(ex)]

Given the structure proposed in (104), these two predicates must combine in some

way after carry combines with its theme argument. The method of combining them that |

will propose hereisinspired by Kratzer's (1994) operation of "event identification".
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4.4.1.2 Event identification

Based on the evidence from many theories of argument structure (see, e.g Williams
1981 and Grimshaw 1990) that the external argument of a predicate has a specia status,
Kratzer proposes a“severing” of the external argument from itsverb. She argues that verbs
in fact do not have an external argument, and so the predicate kiss, for example, takes asits
arguments only its Theme argument and event argument. The external argument is
introduced by an independent functional head which Kratzer dubs Voice (and its phrase
VoiceP) which is combined with the predicate by means of secondary predication.

The process of secondary predication is "event identification”. In event
identification, the open event argument places of two predicates are "identified"; the
predicates "fuse" in away to form a single expression with a single open event argument
dot. (The term is supposed to reminiscent of Higginbotham's 1985 "theta identification".)
Kratzer's definition of event identification is given in (107).

(107) Event Identification:

f g -> h

<i<v,t>> <v,t> <i<v,t>>
Axrelf(x)(e) & g(e)]
A Ag(ex)] Ae[wash'(clothes)(e)] A Ag(ex) & wash'(clothes)(e)]

Event identification in the form Kratzer proposes won't work for us. To see why,
refer to the structure given in (104). Whereas Kratzer's "f" is a function of the form
A Ag(e)(x)], our "f," which isthe DO part of the predicate, also includes the predicate

of events DO, as in AxAg[DO(e) &Ag(ex)]. If we combine this expression with an

expression like Ag[carry'(e) & Th(e,piano’)], then we would end up claiming that the DOIng
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and the carrying are the same thing: event identification would give us AxAg[carry'(e) &
Th(e,piano) & DO(e) & Ag(eXx)] asthe meaning of the higher VP in (104).

But this does not seem right. It's not the case that a DOing isa carrying, DOing is
apart of acarrying. Wewould like our semanticsto expressthisfact. So | will propose that
"subordinating” the DO part of the event is part of the operation of event identification.
Given this perhaps it would be more appropriate to call the operation | will use here event
composition. Event composition would work as follows.

(108) Event composition:

f g -> h
<v,t> <i,<v,t>> <i,<v,t>>
re[carry'(e) & Th(e,piano)] MAe[DO(e) & Ag(ex)] ->

g carry'(e) & Th(epiano’) & J€[DO(€) & Ag(€,X) & €'«€]

In fact since we are not "identifying” the events any more, we could a so define event
composition as an operator that can be used whenever we want to combine functions of the
right type. The operator would be defined as follows, where Q is avariable over objects of
type <v,t>.

(109) AQAPAXAEQ(e) & FETP(X)(€)] & €«€]

It doesn't really matter here which option we choose. The important point is that
event composition isaprocess that combinestwo expressions of theright type. Like Kratzer
does, | will simply stipulate that event composition is available whenever we want to
combine two expressions of the types corresponding to "f" and "g".

Given the definition of the event composition operator in (109), we might wonder
whether it is better to do away with a separate operator, and treat one or the other of the

verbal heads as having "event composition™ as part of its meaning. For example, when we
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combine the meaning of carry the piano with the operator in (109), we get the expression
in (111).

(110) AQAPAMXAEQ(e) & FeTP(X)(€)] & €«€] (Aefcarry'(e) & Th(e,piano)]) =

(111) APAxA€[carry'(e) & Th(e, piano) & Je[P(x)(€)] & €'«€]

We could in principle start out by proposing that (108) (with x instead of piano as
Theme) isthe meaning of carry. Alternatively, we could combine the meaning of DO from
(118) with the event composition operator (by switching the order of the A-operators), and
propose that that is the lexical meaning of DO. Why shouldn't we choose one of these
options, instead of proposing a separate operation of event composition?

There aretwo reasons. Oneisthat if we wereto do so, it would change the empirical
predictions of the proposal | will make shortly in such a way that it wouldn't correctly
account for the facts. The other isthat | would like to keep as close as possible to the spirit
of the idea proposed here, which is that the meaning of an activity and an accomplishment
predicate is composed from two separate syntactic heads. If we hypothesize that the lowest
verbal head already contains a"space” for the higher verbal head, then we would seem to
rob the proposal that there are two separate heads of much of its interest.

The idea that the DO head introduces the external argument of a verb is certainly
consistent with the spirit of Kratzer's proposal. She explicitly suggests that the head that
introduces the external argument may carry aspectual information.

On the other hand, some of her arguments for severing the external head from the
verb might be problematic for the proposal 1've made here. Kratzer argues that the external

argument isunlike true lexically specified properties of the verb in that it doesn't necessarily
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have to be there whenever we use the verb. One kind of evidence for this claim comes from
gerunds like Maria's reading of Pride and Predjudice was quite good. Kratzer points out
that the agent of the reading does not have to be specified. (Note that it doesn't have to be
Maria: if Mariaand Kelly went to two different readings; then"Mariasreading” can be the
reading that Maria attended.)

The apparent problem for me is that the external argument and the process part of
the event are contributed together, so if I'm right and Kratzer is right this would seem to
suggest that the event denoted by Maria's reading has no process part. Preliminary
evidence suggests that thisis wrong; for example, we can say Maria's reading took two
hours. But | won't take this as knock-down evidence that | have to abandon the proposal
I've made here. For onething, it is clear that the event of Maria's reading does have some
understood agent — the agent isn't completely absent (in this way it is similar to the
passive); so the processisn't necessarily completely absent either. For now | will just say
that these issues warrant future investigation.
4.4.1.3 A new analysis of "lexically collective" predicates

At this point we have enough tools in hand to see how the proposed derivation of a
sentence with an activity or accomplishment predicate, with the structure hypothesized in

(104), will proceed. For now | will use an example with singular DPs to keep things smpler.

(112) IP5,6
DP I
N T
Janet, | VP

T
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DP V'a
| /\
t \/‘3 V|P
DO V'2
/\
Vi DP
| PN

carried the piano

g carry'(e) & Th(ex)]

re[carry'(e) & Th(ethe.piano’)]

agDO(e) & Ag(ex)] (2 and 3 combine via event composition)
Mg carry'(e) & Th(ethe.piano’) & JE[DO(€) & Ag(€.xX) & €«e]]
re[carry'(e) & Th(ethe.piano’) & JE[DO(€) & Ag(€,J) & €«e]]
Je[carry'(e) & Th(ethe.piano’) & FE[DO(€) & Ag(€,J) & €«e]]

ounkcwbdrE

The expression in line 6 of (112) gives us the truth conditions that we want. It says
that there is an event of carrying the piano in which Janet is the agent of its DO subpart.
Notice that the notion of an event for a proposition does some work for us here. Without
it, this sentence might count as true by virtue of an event in which Janet and Bob carry the
piano — because it would still be true that Janet is agent of some DO subpart of some
carrying-the-piano event. But because we adopt the notion of an event for aproposition, the
event of Janet and Bob carrying the piano cannot make this sentence true because the event
of Bob being agent of a DO subpart is not part of aminimal event of Janet being agent of
aDO subpart. Thusonly if thereis an event in which Janet did all the carrying herself will
the proposition be true.

Next we can see how our D operator interacts with the syntax and semantics we have
just proposed for activity and accomplishment predicates. We will see that the distinction

between distributive and collective readings is captured by the two possible insertion sites
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for aD operator: on DO, and on the VP dominating DO. (Note that the VP dominating the
lexical predicateis not apossible insertion site for D because it does not take an individual
asitsargument.) Thereading that we have been calling "collective" will turn out to actually
contain a sort of hidden distributivity.

First let uslook at the derivation where D is on the highest VP. It proceeds amost
exactly like the derivation we have just seen, with asingular subject.
(113) IP7,8

DP I
PN T
theboys | PVP5,6
/\
DP V'4
| T
t, V|3 V|P
DO V'2
T
V1 DP
AN
carried  the piano
g carry'(e) & Th(ex)]
relcarry'(e) & Th(ethe.piano’)]
MAe[DO(€) & Ag(e,x)] (2 and 3 combine via event composition)
Mg carry'(e) & Th(ethe.piano’) &3€[DO(€) & Ag(€.X) & €'«€]]
AMPAX{ P(2) | zex & ze[Cov ]}

SRR A o

6. X ri{Axig[carry'(e) & Th(ethe.piano) & J€[DO(€) & Ag(€.X) & €«€]] (2) | zex
& ze[Cov,]}
7. r{Axielcarry'(e) & Th(ethe.piano) & F€[DO(€) & Ag(€,X) & €+€]] (2) |

zc[the.boys] & ze[Cov ]}

7 =r{rg[carry'(e) & Th(ethepiano’) &J€[DO(€) & Ag(€,z) & €«€]]| z<[the.boys] &
ze[Cov,]}

8. =\evxde'[zc[the.boys] & ze[Cov,]- carry'(€") & Th(e" the.piano) & JE[DO(E) &
Ag(€,2) & €<€" & €'c€

8." =Jdevxde" [2c[[the boys] & ze[Cov,]- carry'(e") & Th(e" the.piano) & 3Je[DO(€) &

Ag(€,2) & €<€" & €'ce
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This sentence asserts the existence of a separate carry-the-piano event for each one
of the boys (modulo pragmatic weakening). This, of course, isthe "distributive" reading of
the sentence.

The more interesting case is the case where the D operator isinserted on DO. This
will yield what we have been calling a collective reading.

(114) IP7

DP I'
P N
the.students | VP
T
DP V'6
| T
t; D|V3,4,5 V|P
DO V2
T
V1 DP
| PN

carried the piano

g carry'(e) & Th(ex)]

re[carry'(e) & Th(ethe.piano’)]

Ae[DO(e) & Ag(ex)]

MPLY{ P (2) | zex & ze[Cov,[}

. Ayn{Axre[DO(e) & Ag(ex)](2) | zcy & ze[Cov ]}

5 Ayr{Aeg[DO(e) & Ag(e2)] | zcy & ze[Cov ]}
to make event composition easier, we will use the following notational
variant of 5'

5" =yrfee r{AegDO(e) & Ag(e,2)] | zcy & ze[Cov ]} ]
2 and 5" combine via event composition

6. AyAe[carry'(e) & Th(e, the.piano’) & J€' € r{Ae[DO(e) & Ag(e2)]
| zcy & ze[Cov,]}] & €'«€]

7. de[carry'(e) & Th(e, the.piano’) & Je' € n{AgDO(€) & Ag(€,2)]

| ze[the.students] & ze[Cov,]} & €'«€]

1o W

Now, aswe have done in previous derivations, we will "unpack™ the function given
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by the generalized conjunction operator into something that looks, notationally, more like
what we are used to in event semantics.

L et us suppose that the students are Harry, Bill, and Tom. Then the set F that the m
takes asits argument is the set in (115), namely, the set of functions we get by substituting
each one of the students for the Agent argument of DO.

(115) {2eDO(e) & Ag(eH)], .elDO(e) & Ag(eB)], reglDO(e) & Ag(e T)] }

Because the generalized conjunction operator introduces existential quantification
over events when it applies to sets of functions of type <v,t>, when it appliesto the set in
(115) it will yield the following function.

(116) Are"vxde'[xc[thestudents] & x € [Cov,] -~ [DO(€") & Ag(e"X)] & €'ce™]

Now we can plug this back in to the formulain line 7 of the derivation in (114).
(117) lineT:

Je[carry'(e) & Th(ethe.piano’) & 3€ € n{AegDO(€) & Ag(€,2)]

| z<[the.students'] & ze[Cov ]} & €«€]]

= Jefcarry'(e) & Th(ethe.piano’) & J€ € Ae"'vVx3Ie"[xc[the.students] & x € [Cov,]
- [DO(e") & Ag(e'X)] & €'ce™ & €+€]]

= Je[carry'(e) & Th(ethe.piano’) & Je'vxde'[xc[the.students] & x € [Cov] -
[DO(€") & Ag(e"X)] & €'ce & €'«€]]

Again, the last expression in (117) gives us the truth conditions we are looking for.
It saysthat thereis an event of carrying the piano, which has acomplex DO subpart: itsDO
subpart is actually a plural event consisting of a separate DOIng event for each one of the
students (modul o pragmeatic weakening).

So what we have found is that when we introduce distributivity on DO, we get a

reading that is essentially equivalent to what we have been calling the collective reading.
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The difference is that we assert that there is a separate event of DOing for each individual
student. The use to which | have put DO here should sound quite reminiscent of
Dowty's idea of distributive subentailments, discussed in section 1.4.1 of Chapter 1. The
differenceisthat here we have not relied on the presence or absence of all as atest for the
presence of subentailments; subentailments here are attributed to the presence of a DO
predicate as a subpart of the lexical representation of the accomplishment predicate.

What | have done here is to use Taub's generalization to point the way toward a
better-motivated proposal about what 'distributive subentailments could be. Dowty
proposed distributive subentailments but he couldn't give evidence for them; Taub provides
evidence that the lexical aktionsart of a predicate plays arolein licensing all but doesn't
give an account of how the two could be semantically connected. Here we are using the
structure independently proposed for activities and accomplishments to give some
concreteness to the idea of distributive subentailments: a distributive subentailment is just
an event of DOINg.

But what does all of this have to do with the distribution of all?

On the proposal I've given here, the kind of collectivity that we observe with an
activity or an accomplishment predicate is quite similar to the kind of collectivity we
observed with collectivizing adverbials like together; it actually contains a sort of hidden
distributivity. This predicts that all should be possible with collective accomplishments and
activities, because all is dependent on the D operator for its functioning. Of course we
already know that thisistrue.

4.4.2 All and lexically collective predicates
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Showing how all can combine with activity and accomplishment predicates to yield
adistributive or acollectivereading is at this point trivial. We have aready seen how aD
operator is implicated in both readings. Since all is dependent on a D operator, the
derivation of adistributive or a collective reading with all will be exactly the same as the
derivations for distributive and collective readings that we saw in the previous section.

For example, | argued above that when D isinserted on the higher VP of a sentence
like the onein (118), the derivation will yield a distributive reading, represented by (119).
(118) The students carried the piano

(119) devxde'[zc[the.boys] & ze[Cov,]- carry'(€") & Th(e"the.piano’) & Je[DO(€) &
Ag(€,2) & €<€" & €'cq]]

When D isinserted on the aspectual head DO of asentence like (118), the derivation
will yield a collective reading, represented by (120).

(120) defcarry'(e) & Th(ethepiano’) & Je'vxde'[xc[the.students] & x € [Cov,] - DO(€e")
& Ag(e'x) & €'ce & €«€]]

We expect the same ambiguity to be availablefor all, since the only effect all hason
the semantics of the sentence isto force the value of Cov to be a good fit.

So when D is inserted on the higher VP of a sentence like (121), with all, the
derivation will yield a distributive and "maximized" reading, represented by (122).
(121) The students al carried the piano

(122) 3Jevx3e'[z<[the.boys”] & ze[Cov,]- carry'(e") & Th(e",the.piano) & I€[DO(€) &
Ag(€,2) & €<€" & €'cq]]

Of course this same sentence can be interpreted collectively and "maximally”, if D
isinserted on DO.

(123) 3Ifcary'(e) & Th(ethepiano) & JeVvx3Ie'[x<[the.students¥] & x € [Cov,] -~ DO(e")
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& Ag(e'x) & €'c€ & €+€]]
Thusthe "maximizing effect" of all with the collective reading comes about because
each individual student is asserted to an agent of a DO-ing event that is part of carrying

event.

4.4.2.1 The contrast between al and every

From this discussion it should be clear why every doesn't allow a collective reading
with accomplishment and activity predicates that are ambiguous between distributive and
collectivereadings. It'simpossible for every to have scope low enough to affect just the DO
portion of the predicate. The SDP says that every must take scope outside of existential
closure. So only the distributive reading is possible, which is shown in (125).
(124) Every girl built araft
(125) Wx[xe[girl'] -~ Jefbuilt'(e) & FE[DO(E) & Ag(e.xX) & €«€] & Th(earaft)]]
4.4.2.2 The "anti-distributive" use of together

Since we have talked about the meaning of together in section 4.3, there is another
aspect to its meaning that should be discussed here. Together has a use that has been called
"antidistributive” (Schwarzschild 1992b); that is, when together combines with the
activity/accomplishment predicates that are ambiguous between a collective and a
distributive reading, together forces the collective reading, as shown in (126).
(126) The students built a house together

It isnot clear to me why together should have this effect.

On the account of the distributive/collective alternation of accomplishment
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predicates that | have just proposed, we would expect the "antidistributive” reading to arise
if the D operator and together have "scope’ over DO. But we aso expect that adistributive,
spatiotemporal overlap reading should be possibleif the D operator and together are inserted
at the level of the higher VP. The spatiotemporal overlap reading would mean something
like, each of the students built a house, but their house-buildings took place "together”, ie,
In spatiotempora proximity (maybe they were working on a housing drive for Habitat for
Humanity).

Y ael Sharvit (p.c.) hastried to convince me that the spatiotemporal overlap reading
is possible, if one works hard enough in a context like the Habitat for Humanity housing
drive context mentioned above. But | think even if itis possible, itisclear that at least it is
very strongly disfavored.

The analysis | have given shares with the analysis of Lasersohn (1995) the
unfortunate feature that it predicts that "antidistributive" and ordinary distributive-but-
overlapping readings should be equally available. (In Lasersohn's analysisthisisthe price
to be paid for an analysis of together that accounts for its many uses, which we have not
been concerned with here) Since the analysis | have given does predict that the
antidistributivity use of together should at least be alowed, | will suppose here that the
spatiotemporal overlap use of together is so strongly disfavored for pragmatic reasons.
Perhaps the possibility of overlap of the antidistributive sort is so salient that it is somewhat
misleading to assert that there is overlap but it is of the perhaps less interesting
spatiotemporal sort.

4.4.3 The other half of Taub's generalization: distributivity and economy
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Now we can return to the question of why collective states and achievements do not
alow all. | will argue that in most cases, collective states and achievements do not license
any sort of distributivity, and hence give all nothing to operate on.

Let us consider how we might represent the sentence in (127).

(127) The boysare abig group
(128) defbig.group'(e) & Pt(ethe.boys)]

The predicate be a big group is a state predicate. Stative predicates do not, by
consensus in the aktionsart literature (see, e.g. Dowty 1979, Pustgovski 1991, McClure
1994), have any subparts like the DO part of activities and achievements. Therefore, if
distributivity is going to apply, then it will have to apply to the VP.

If we try to put a D operator on the VP, however, we get results that are clearly
wrong. (129) shows the result of putting a D operator on the VP of (128).

(129) devxde[xc[theboys] & x €[Cov,] - big.group'(€') & Pt(e',x) & €ce]

(129) says that there should exist a complex event whose subevents are a separate
be-a-big-group event for each boy. But of course this is nonsense, because an individual
boy cannot be a big group.

Of course, we might take the option of supposing that the value assigned to Cov
contains aset that is equal to the denotation of the boys. But thiswouldn't help us, because
then we would have universal quantification over a singleton domain, which we argued led
to ill-formedness in the together examples with every.

| propose that insertion of a D operator is prohibited here, because it violates the
principle of economy: we can interpret (127) without distributivity, hence the use of aD

operator adds superfluous extra structure. | will adopt an economy-inspired condition on



168

adding a D operator to a representation:
(130) Distributivity is permitted only when it is necessary.

If (130) holds, then if we don't need distributivity to interpret (127), we can't have
it. So we conclude that (129) isnot alicit way to interpret the sentencein (127), only (128)
is®

If thisisthe case, then we expect that all, which depends on distributivity, should
not be possible with (127). Thisis of course the case, as we have already seen, and as
Taub's generalization predicts.
(131) *All the boys are abig group

So we predict that all should not be possible with collective states, because collective
states are genuine cases of 'group’ predication. Thereis no distributivity present for all to
operate on.

A similar analysis holds for the collective achievements. Suppose that the
interpretation of (132) is as represented in (133).

(132) The students elected a president
(133) defelect'(e) & Pt(ethe.students) & Th(e,apresident’)]

Again, abstracting away from such matters as the possible presence of a BECOME

operator with achievements, (133) is a reasonable approximation; and if we insert a D

8 Strictly speaking, there is one possibility | am glossing over here. If we interpret (127) with aD
operator, where the value for Cov isill-fitting, but still "collective" (ie many boysin one cell) itis
arguablethat this D operator would be doing somework for usin interpreting (127) (it would exclude
some boys ala pragmatic weakening). Nevertheless, thisis apparently not possible. There must be
some other principle that is operating here to rule out this possibility. It might be that there is an
additional assumption (inthe form of a presupposition, perhaps) that a D operator with a good-fitting
cover must be both possible and non-superfluous. | will leavethis asamatter for further investigation.
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operator on the V or the VP, we get (134) as aresullt.

(134) devxde[xc[thesstudents] & x €[Cov,] ~ elect'(€) & Ro(€,x") & Th(e,a.president’)
& ecel

(134) saysthat we have a complex event whose parts are individua electing-of-a-
president events by individual students. But thisis not what the sentence in (132) means.
The sentence means that the group, as awhole, elected a president. So again it appears we
are dealing with genuine group predication, and distributivity is not licensed.

If distributivity is not licensed then we expect, as we have aready seen, that all
should also not be licensed, and we know that thisisthe case. So the unavailability of all
with collective states and achievements is explained: there is no distributivity in the
representation of a sentence with these predicates, not even the "hidden" kind that we saw
with collective activities and achievements. Since all is dependent on distributivity, it is not
permitted with collective state and achievement predicates. Furthermore, the absence of
pragmatic weakening with these predicates is also explained, since pragmatic weakening is
due to the presence of a D operator.
4.4.3.1 "Meaning Shift"

It is probably worth pointing out that | am not claiming that only activities and
accomplishments can be ambiguous between a collective and a distributive reading. What
| am claiming is that of those predicates that show this ambiguity, only activities and
accomplishments will allow all on their collective reading. For example, (135) is a stative
predicate that is ambiguous between a distributive and a collective reading.

(135) The bottles are too heavy to carry

This sentence can be interpreted to mean that each individual bottle in the set of
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contextually salient bottles istoo heavy to carry (modulo pragmatic weakening, of course).
It can also mean that the bottles are too heavy to carry asagroup, in virtue of their collective
weight.

The proposal | have made here makes the prediction that if we combine this
predicate with all, only the distributive reading should be possible. This prediction is
correct.

(136) The bottles are all too heavy to carry.

As expected, (136) can only be interpreted distributively. Since the collective
reading has gone away, | call this phenomenon "meaning shift".

Meaning shift has, in fact, already been noticed (with some puzzlement on the part
of the authors) in the literature. For example, Dowty (1987) discusses the examples in
(137)-(138).

(137) Thetreesare (al) denser in the middle of the forest (att. to B. Partee)
(138) The students (all) voted in favor of the proposal (att. to B. Ladusaw)

The sentences in (137)-(138), without all, are ambiguous. For example, (137)
without all can mean either that the individual treesin the middle of the forest are thicker
than the ones at the outside, adistributive reading; or that the trees are closer together in the
middle of the forest than they are at the outside, a collective reading. But when all is added,
the sentence can only have the distributive reading. Similarly, (138) without all has a
collective reading roughly synonymous with 'pass the proposal’, but when all is added that
reading disappears in favor of adistributive reading (which could be paraphrased as 'cast
an individual votein favor').

The significant fact here is that be dense is a stative predicate, and vote for is an



171

achievement predicate. So the fact that the collective reading vanishes when all isused is

predicted by the proposal | have made here.

4.4.3.2 Some exceptions
4.4.3.2.1 Unexplained exceptions

There are some exceptions to Taub's generalization that are not predicted by my
analysis. For some reason all of the exceptionsthat | can find are predicates having to do
with ownership, including stative predicates like own and have, and achievement predicates
like inherit and buy (actualy it's not quite clear whether buy is an achievement or an
accomplishment). These predicates are al ambiguous between collective and distributive
readings, and unfortunately for me, the collective readings with all/both are not as bad as
| would predict.

For example, (139) allows a collective reading; thisreading iseven more saient in
(140).

(139) John and Mary both own a house
(140) John and Mary both own that house

| think it isalittle harder to get a collective reading with all than it is with both, but
itis clearly still possible (which is a notable contrast with the examples like be dense that
we saw in the previous section).

(141) The students al own that house
(142) The grandchildren al inherited that house

| don't have an explanation for these exceptions. However, the fact that they all have

to do with possession suggests that the place to begin looking for an explanation would be
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to look more closaly at possession. If the general approach to all/both and collectivity that
| have proposed here is correct, then we would expect to find that there is more internal
structure in the meaning of verbs of possession that would play arolein licensing all.
4.4.3.2.2 The exceptions that provetherule

On the other hand, there are other exceptions to Taub's generalization that, on close
ingpection, actually provide evidence in favor of the proposal | have made here. These are
cases where the predicates of Taub's generalization do accept modification by all; but in
these cases the context plays a crucial role because it provides information that we are
talking about subpluralities of pluralities. (Thanksto Veneeta Dayal, p.c. for pointing these
out to me.)

For example, suppose we are teachers at Wading River Elementary School. The
students are holding elections for class president, so each grade will elect its own president.
In this context, it is possible to say (143).

(143) All the students elected a president

But what does it mean? It doesn't mean that each individual student elected a
president. It means that the third graders elected a president, the fourth graders elected a
president, and so on. This being the case, we can suppose that a D operator inserted on the
VP will not be ruled out by economy considerations, because in this context the D operator
actually does do some work for us. The sentence in (143) would be interpreted asin (144).
(144) devxde[xc[the.students] & xe[Cov] - elect(€') & Ro(€,X) & €ce]

Here the context provides us with cellsin the cover that are equal to the studentsin

a particular grade. Since distributivity is permitted here, we have a Cov variable so we
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expect that modification by all should be possible.
Of course, since pragmatic weakening is also dueto the presence of aD operator, we
expect that (143) should license pragmatic weakening as well. It does, as (145) shows.

(145) The students elected a president, but not the fourth graders because nobody would
run.

What thistells usisthat Taub's generalization isreally about distributivity; the fact
that it applies to aktionsart classes is a consequence of the fact that activities and
accomplishments, even when collective, actually do involve distributivity, while the
collective states and achievements usually do not. But if we can make a collective state or
achievement distributive with arich enough context, we get the same behavior we get with
any other distributive predicate.
4.4.3.3 Exception phrases

This explanation for Taub's generalization also explains why it extends to exception
phrases.

Exception phrases are similar to all in that they are phrases that "do something” to
quantification that is already present elsewhere in the sentence. In the analysis of von Fintel
(1994 and see references cited there) except phrases are domain subtractors, that is, they
subtract things from the domain of quantification of a quantifier that is present elsewhere
in the sentence. For example, take the sentence in (146).

(146) Every girl went to the gym, except for Jackie

Here except subtracts Jackie from the set of girls, which is the domain of

quantification of every. All of course hasasimilar function: aswe said in Chapter 3, one

way to think of the good fit requirement is that it makes the domain of quantification as
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strong as it can be with respect to the subject DP. So what all and except have in common
isthat they are dependent on quantification that comes from elsewhere.

In the case of collective states and achievements, | have argued that there is no
guantification elsewhere, because these predicates do not require the presence of
distributivity in order to be interpreted with a plura argument. Since there is no
distributivity, and hence no quantification, the ill-formedness of except clauses with these
predicates is predicted:

(147) *The boys are abig group, except for Jason
(148) *The students elected a president, except for Mary

In these sentences except, like all above, has nothing to operate on. However, inthe
previous section | showed a class of examples that appear to be exceptions to Taub's
generalization. | argued that these are cases where a D operator is licensed by a context in
which groups of individuals are very salient (like the separation of schoolchildren by grade).
If aD operator is licensed in these cases, then we expect that exception phrases should be
possible. And in fact they are, as shown by (149). Recall again our context where the
students are holding elections for class president by grade.

(149) The students elected a president, except for the fourth graders.

Thus the fact that exception phrases and all have the same distribution is predicted
by thisanalysis.
45  Summary

In this chapter | have expanded the empirical coverage of the idea, introduced in
Chapter 3, that all isamodifier that interacts with distributivity. We have seen that the two

key ingredients of the hypothesis, the idea that all is not a quantifier and that all is
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dependent on distributivity, together explain awide range of facts about the distribution and
interpretation of all.

We have explained the scopal differences betewen all and every. We have aso
explained why all is compatible with collectivizing adverbs (again, in contrast to every).

Finally, | have proposed that all, pragmatic weakening, and exception phrases are
all sensitive to the presence of quantification in a sentence. My proposal about the structure
of activities and accomplishments, along with the theory of the contextual component of
distributivity, allows us to predict when a D operator will be licensed. Hence the
distribution of all (especially with collective predicates), pragmatic weakening, and
exception clausesis aso predicted.

We will conclude this chapter with comparisons to two other recent proposal's about
the meaning of all.
46  Comparisonsto other approaches
4.6.1 Winter

In work in progress, Winter (1998a, 1998b) makes a very different proposal about
the meaning of all. He proposes that all is in fact a universal quantifier, with a core
meaning that is the same as every. The difference between all and every isin the kind of
constituents they select as their first argument: while all can take a plural argument, every
selectsasingular argument. Hisproposal (likethe onel have made here) is part of ageneral
analysis of plurality and quantification.

Winter proposes a basic distinction between "atom predicates’ and "set predicates’.

In the nominal domain, the distinction corresponds to the morphological singular/plural
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distinction. Singular common nouns denote atom predicates, and plural common nouns
denote set predicates (that is, sets of sets; we have seen this idea in our discussion of
Landman 1989 in Chapter 2).

In the verbal domain, Winter proposes the following diagnostic for distinguishing
the two types of predicates. predicates for which all and every yield equivalent truth
conditions are atom predicates; predicates for which all and every yield different truth
conditions are set predicates.

The distinction can be exemplified with the following predicates.

(150) Atom predicates. sleep, laugh, be hungry, be a big group, outnumber, vote
(151) Set predicates: meet, gather, be similar, carry the piano (together)

There aretwo things about this classification that should immediately be pointed out.
First, note that Winter treats some collective predicates, such as be a big group and
outnumber, as atom predicates. Winter adopts the idea (from Landman 1989 and others, see
Chapter 2) that pluralities can be mapped on to groups that behave like atoms. Secondly,
note that these predicates fall under Taub's generalization: they are collective, stative
predicates. Significantly, every collective predicate that Winter categorizes as an atom
predicate is a state or achievement.

Without any further stipulations, the framework Winter proposes makes two correct
predictions. If we take the basic meaning of quantifier/determiners to be relations between
atom predicates, then we expect that every and all should have identical truth conditions
with atom predicates, and we also expect the ill-formedness of every with set predicates.
But the challenge that remains is to explain how all can combine with those collective

predicates that it can combine with, which have been classified as set predicates. Winter
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adopts aproposal from Scha (1981) for numerals and broadens its application to include all.
Quantification over set predicates is interpreted as follows.

(152) Inaquantificational structure D A B where A and B are set predicates, interpret D
A B asD (VA)(u(ANB)).

Note that due to the conservativity of natural language determiners, for atom
predicates, D A B isalways equivaent to D (A) (AnB). Therulein (152) stipulates that we
may use (AnB) when computing the second argument of D; nevertheless, this rule can be
viewed as making arather elegant proposal about the similarities between singular (atomic)
guantification and plural quantification.

Theruleof set quantificationin (152) effectively takes set predicates and "boils them
down" into first-order setsto serve as arguments for the quantifier. (Because uY =4 {x:3Z
[xeZ & ZeY]}.) So asentence like (153) will be interpreted as in (154) ° (using rather
informal notation).

(153) All (the) students gathered in the hallway
(154) Adl (u(students)) (u(students N gathered))

This derives the right truth conditions for most cases (for more detailed discussion
of some more exotic cases, see Winter 1998a & b). So the analysis explains how all can
combine with some collective predicates, which as we know is something that must be
acounted for by any theory of what all means.

The theory that Winter gives is rather simple and elegant. In addition, it has a

° Winter ignores the distinction between students and the students. Recall that we saw in Chapter
1 that all NP caninfact only beinterpreted asageneric. However, it isnot clear how the use of all
with generics would figure in to Winter's proposal (or mine, for that matter).
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dightly different empirical domain than the proposal | have made here: Winter is concerned
with al sorts of quantifiers that take plural arguments, so in addition to the facts about all
it also accounts for the interaction of numeral plural determiners (exactly three, at least
nine, etc.) with set predicates. Thisis a phenomenon that | have not made any attempt to
address here.

Despite the appeal of its ssmplicity, however, | see two problems with Winter's
proposal. Thefirst problem isthe following. Because Winter uses the distribution of all as
adiagnostic for his classification of predicates into set predicates and atom predicates, he
has not given any explanation for why all has that distribution. While it does follow from
his account of plural quantification that only set predicates should be felicitous with all, the
account is somewhat unsatisfying because it was the distribution of all that motivated the
distinction between set predicates and atom predicates in the first place. Without
independent motivation for the distinction between set predicates and atom predicates,
Winter has not explained why all cannot occur with (verbal) atom predicates.

In light of the proposal | have made here this is a drawback of Winter's proposal,
because in fact there is independent evidence for the distinction between "atom predicates”
and "set predicates’, but Winter doesn't use it. The independent evidence, of course, is
Taub's generalization. So while Winter's proposal essentially takes Taub's generalization as
astarting point, | have tried here to give an explanation for Taub's generalization.

Winter's proposal also inherits an empirical problem of a sort that we have already
seen, in Chapter 2. Winter adopts a groups approach to nonmaximality (that is, he treats

nonmaximality as a kind of collectivity). So his account inherits the problems of that
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approach; he predicts that (155) on a distributive reading (one-sandwich-per-boy) is
synonymous with (156).

(155) The boys ate a sandwich
(156) All the boys ate a sandwich

Although Winter has given a worked-out and believable semantics for all, it
nevertheless fails to predict the difference between (155) and (156), because he takes a
groups approach to nonmaximality.

We might suppose, then, that to fix this Winter could choose to adopt the approach
to nonmaximality | have proposed here, and combine it with the semantics for all that he
proposes.

But in Winter's conceptual framework there is no connection between all and
nonmaximality. So even if he were to adopt the approach to nonmaximality that | have
proposed here, the fact that all and pragmatic weakening (not to mention except phrases)
are possible with the same classes of predicates would have to be considered an accident.
4.6.2 Lasersohn

In arecent paper Peter Lasersohn (1998b) independently devel ops an approach to
all which ismuch closer in spirit to the approach | have proposed in this thesis, athough it
Is quite different in its execution.

L asersohn, too, takes the problem | have called "nonmaximality" to be crucia to an
understanding of the meaning of all; and his proposal about the meaning of all is quite
similar to my proposal in that its proposed function is to prevent nonmaximality. But his
account of nonmaximality is quite different from the one | have proposed here.

Lasersohn's account of the strengthening effect of all is part of a more general
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proposal which includes other expressions like exactly and perfectly. Hisideaisthat people
often say things which are recognizably false but close enough to true that we are willing to
let them count astrue; in other words, that speakers grant one another a certain amount of
"pragmatic slack”. Expressionslike all, exactly, and perfectly, then, are "slack regulators:”
they signal to a listener that the speaker wants to limit the amount of leeway that would
normally be expected in an interpretation of the utterance.

Theformal system that Lasersohn proposes for representing this"dack™ introduces
and defines the idea of a "pragmatic halo" for the denotation of a natural language
expression. The halo consists of things that are "sufficiently close" to the actual denotation
of the expression.

This is perhaps best illustrated by an example. Lasersohn proposes that the
difference between the sentences in (157)-(158) is due to the slack regulating effect of
exactly on the temporal expression three o'clock.

(157) Polly arrived at three o'clock
(158) Polly arrived at exactly three o'clock

To capture this, we construct a halo of meanings associated with three o'clock. This
will be a set of things of the same type as the denotation of three o'clock, hence it will be
a set of times. This set may be ordered (totally or partialy) in a way that reflects their
closenessto three o'clock; so it will capture the fact that 2:58 is closer to 3:00 than is 2:42.

Lasersohn allowsthat any natural-language expression may in principle have ahalo.
These halos can compose to form more complex halos. To keep things simple, though, in
our example we will assume that every word in (157) has a trivial halo except for the

expression three o'clock. If we build the meaning of the sentence compositionally, then, it
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too will have ahalo. Itshalo will consist of propositions of the form Polly arrived at 2:59,
Polly arrived at 2:58, and so on.

So the sentence will be literally true if there is an event in which Mary arrived at
precisely three o'clock. However, if we are alowing for some pragmatic slack, then the
sentence will count as "true enough” if there is an event that makes one of the propositions
inits halo true.

The function of exactly in (158) is essentially to "shrink™ the halo of three o'clock.
Thiswill have the effect of shrinking the halo around the sentence, and hence the sentence
will only be "true enough” if Polly's arrival isright at three o'clock (perhapsin this case we
are willing to give afew milliseconds of slack).

All worksin essentially the same way. Lasersohn supposes that the pragmatic halo
of adefinite plural like the students consists of sets that contain nearly the same members
as [the.students]. For example, if [the.students] = {a,b,c}, then its halo might be {{a,b},
{ac},{b,c}}. Soasentence like the students arrived might count astrue even if only Alan
and Bill arrived, since the proposition that Alan and Bill arrived isin the halo. Asadack
regulator, all would shrink the halo of the students, so the halo of the sentence all the
students arrived would be smaller (at least with respect to the students) than the halo of the
students arrived, and it would not count as true if only Alan and Bill arrived.

Lasersohn's proposal for the meaning of all is somewhat more general than the
proposal |'ve made here, and interesting because it relates the meaning of all to other words
like exactly and perfectly, whose similarity to all is perhaps otherwise not so obvious. He

does not account for the limited distribution of all with collective predicates although he
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does explicitly recognize that it is an issue; his putting that issue aside is perhaps justified
since he is concerned with more than just plurality in his proposal.

However, one thing that | find intriguing about Lasersohn's proposal is that the idea
of pragmatic slack works best for thingsthat can (more or less naturally) be quantified. The
distance between times, and the number of students, are two examples of this.

For acase like perfectly spherical, which Lasersohn discusses, the issue arises an be
defined in terms of degrees of roundness. So in this case Lasersohn makes use of the scalar
predicate round to introduce degrees on ascale, in order that we can again work with things
that can be quantified.

It seems to me that the farther we get from things on which some kind of
guantificational scale can be imposed, the less evidence we see that speakers use pragmatic
dack. For example, what would be the halo of a predicate like sneeze, or arrive? Although
for sneeze we might be able to imagine some notion of getting nearly all the way through
asneeze or something, it seemsthat thisis the kind of thing for which people rarely employ
pragmatic slack.

This suggests to me that quantification is lurking somewhere and that pragmatic

slack isreally related to domain of quantification effects, as I've proposed here for all.
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Chapter 5

The Syntax of Floating Quantifiers

5 I ntroduction

Perhaps the most well-studied aspect of floating quantifiers is the syntactic
guestion of how ‘floating' comes about. The earliest answers to this question in the
generative literature, including work by Postal (1974), Kayne (1975), and Maling (1976),
was that arule of "Quantifier Float" applied to this class of quantifiers and moved them
rightward, away from the NP. Dowty and Brodie (1984) introduced the ideathat floating
guantifiers are not really moved quantifiers at all, but adverbial elements that are base-
generated intheir VP-adjoined positions. Baltin (1995) proposed that floating quantifiers
are members of a small syntactic category he calls "preverbs'.

In this chapter | will defend the idea that all and both are adverbs when they
appear in floated position, and degree words/ad) ectives when they appear in prenominal
position. Thus there is no operation of quantifier float. | will show that this analysis,
when combined with the semantic proposals made in the previous chapters, accountsfor
the apparent "subject-orientedness’ of floated quantifiers, for their syntactic distribution
in the verbal extended projection, and for their syntactic distribution in the nominal
extended projection.

5.1  Thesyntax of floating quantifiers
5.1.1 Floating as stranding

Perhaps the most influential proposal about floating quantifiersin the last decade
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is Sportiche’' s (1988) proposal. Traditional approachesto quantifier float, such as those
cited above, treated quantifier float as atransformation that moves a quantifier away from
the subject DP. Sportiche turned thisideaon its head: he argued that floating quantifiers
appear to have moved rightward off of the DP because they have actually been stranded
by the DP’ s having moved leftward.

This proposa has been especially appealing in light of the increasingly-accepted
idea that subjects originate in VP-internal position (see, for example, Koopman and
Sportiche 1985, 1991) becauseit gives avery natural account of how floated quantifiers
can appear to the right of auxiliary verbs. It also offers an explanation for the
(apparently) anaphoric link between the quantifier and the DP: the quantifier is sister to
atrace of the DP, which has moved up to a higher position in the phrase structure.

Sportiche's proposal is based on an analysis of French floating quantifiers, but he
argues that it extends aswell to English. His proposal means that the structure of (1) is
something like (2) (abstracting away from some different assumptions Sportiche makes
about clausal structure which don't concern us here).

Q) All the boys should have eaten
2 [[All [the boys]] [should [t have [t eaten]]]]

Sinceeach tracein (2) representsalanding site for the subject asit movesthrough
the clause, each one aso represents a potential "stranding” site for all. Hence the
possibilitiesin (3) are expected.

(©)) (All) the boys should (all) have (all) eaten.

This proposal has since been adopted by many authors, for several languages,
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including Déprez (1989), Giusti (1990) for German, Shlonsky (1991) for Hebrew, and
others.
5.1.1.1 Problems for the stranding analysis

However, there are several problemsfor the analysis, many of which were noticed
by Sportiche himself, and others which have been pointed out in the literature since. We
will briefly review those here.

As Sportiche notes, one problem for the stranding hypothesisis that it leads us
to expect that floated quantifiers should be able to appear after a passive verb, since the
surface subject of apassive is supposed to have originated as the object. But thisis not
possiblein English (and it is arguable whether it is even possible in French, as Sportiche
claims (Viviane Déprez, p.c.))™
4 *The boys were arrested all.

Sportiche offers an explanation for the ungrammaticality of (4) which in part
involves a serious reanalysis of the passive, and it is not clear whether that reanaysisis
independently motivated.

Another problem with the stranding hypothesis, pointed out by Pollock (1989, ftn.
5) and Doetjes (1992), is that it fails to capture a cross-linguistic generalization about
adverbs and floating quantifiers. The position between the subject and the first auxiliary

in English allows both adverbs and floating quantifiers, as shown in (5)-(6).

! Sportiche claims that a stranded tous (‘al’) after a passive verb is acceptable, and
improves with an intonation break between the verb and the tous. This judgment is apparently
subject to significant variation among speakers, Déprez saysthat it isimpossible without a very
prominent intonational break, suggesting that tous is a parenthetical in that case.
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5) The students all have left
(6) The students probably have left

However, neither adverbs nor floating quantifiers are permitted in that position
in French (the examples are from Pollock).

@) *Les enfants tous vont partir
the children all are going to leave

(8 *Les enfants beint6t vont partir
the children soon are going to leave

On the stranding hypothesis this apparent similarity between adverbs and floating
guantifiers has to be considered an accident, since they do not appear in the same
syntactic position (adverbs are, presumably, adjoined to a maximal projection, while
stranded quantifiers are in the specifier of afunctional projection).?

5.1.2 Argumentsthat al isnot an adverb

Another kind of argument, however, that Sportiche makes in favor of the
stranding hypothesisis to argue that floating quantifiers couldn't be adverbs. One part of
his argument is to cite the fact that in some languages (Moore, see Tellier 1986; and
Kilega, see Kinyalolo 1986) the distribution of floating quantifiers and adverbs do not

overlap: in these languages floating quantifiers may occur between IP and VP but

2 A recent analysis of adverbs by Cinque (to appear), in which adverbs occupy specifier

positions, might at first appear to resolvethis problem. Cinque proposesthat adverbs have aclose
relationship with certain kinds of functional heads, and argues that rather than being freely
adjoined, adverbs must occupy the spec of a particular functional head. (To give just one
example, he supposes that modal adverbs such as probably and possibly occupy the specifier of
amodal epistemic projection, whose head can host modal auxiliaries like must and may.)
However, in the same work, he treats floated quantifiers as occupying the specifier of
"nominal-related” functional heads (presumably agreement/clitic heads). Since adverbs do not
occupy the same specifier positions that DPs move through, the correlation between floating
quantifier distribution and adverb distribution noted by Pollock still failsto be accounted for.
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adverbs may not.

Secondly, he argues that floating quantifiers could not be adverbs because
guantifiers are of a different semantic type than adverbs. But there are two problems
with this argument. First, it is not true that adverbs cannot be quantifiers; adverbs of
guantification like always and usually have since Lewis (1975) been analysed as
quantifiers over situations or events. Secondly, we have argued extensively in Chapters
2 and 3 that all is not a quantifier anyway, at least not a determiner-quantifier.

Finally, Sportiche argues specifically that all could not be an adverb because it
doesn't match the distribution of other subject-oriented adverbs such as willingly. In
making this argument, Sportiche hypothesizes that adverbs should obey a generalization
he calls the “ Adjunct Projection Principle” (p.429) which says that modifiers must be
adjacent to (the head or XP of) the thing they modify. For subject-oriented adverbs, this
means that they must be “adjacent” (in someway; hejust gives a sketch of the proposal)
to both the subject and the propositional content of the clause. If floated quantifiers are
subject-oriented adverbs then we expect some difficulty to arise in a sentence with both
a subject-oriented adverb and a floating quantifier, since they can't both be adjacent to
both constituents. However, it is quite possible to combine them in one sentence, as
shownin (9).

9 The girlsal willingly left
Fromthis, Sportiche concludesthat floating quantifiers cannot be subject-oriented

adverbs.
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5.1.2.1 DépreZ's arguments

In later work Déprez (1989) augmented Sportiche's arguments with the following
examples, from McConnell-Ginet (1982). McConnell-Ginet observes that the sentence
in (10) is ambiguous.
(10)  The children have been willingly taught by their parents

The subject-oriented adverb willingly in (10) can modify either the syntactic
subject (the children) or the underlying agent (their parents). (Note also that this gives
us some reason to regard the Adjunct Projection Principle, at least in the useit is put to
by Sportiche, with suspicion.) Déprez points out that floated quantifiers behave
differently from subject-oriented adverbs in this environment. The ambiguity in (10) is
not possible with afloated quantifier, as (11) shows.
(11) Thechildren have all been taught by their parents

All in (11) can only be interpreted as being related to the DP the children.

Déprez makes asimilar point with implied subjects and subject-oriented adverbs;
although subject-oriented adverbs can modify implied subjects, this is impossible for
floating quantifiers. For floating quantifiers, the antecedent must always be overt.

(12)  Thisbook; has been deliberately, damaged
(13) *Thisbook; hasall; been damaged

Déprez's arguments are, | think, more convincing than Sportiche's. But at this
point, the conclusion that we are apparently forced to is only that all is not a subject-
oriented adverb.

Both Sportiche and Déprez assume that if all were an adverb, it would be a

subject-oriented adverb. This moveis quite plausible, sinceit is clear that there must be
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some syntactic relationship between all and the subject. However, it is not a necessary
assumption. In section 5.1.5 | will propose an account of the different kind of
"orientation” shown by all and other adverbs (such as together) that will capture the fact
that it is syntactically linked to the subject (and that it is not a subject-oriented adverb).

But before | provide an account of how floated all becomes "oriented” towards
the subject, | first want to argue that there are good reasons for supposing that floated
all isan adverb, and in fact akind of speaker-oriented adverb. The evidence will come
from the similarity in distribution between all and the speaker-oriented adverbs.
5.1.3 Typesof Adverbs

In his discussion of the syntax and semantics of adverbs, Jackendoff (1972)
divides adverbs into three semantic classes. speaker-oriented adverbs such as probably,
allegedly, thankfully; subject-oriented adverbs such as willingly, intentionally, carefully
(on onereading); and manner adverbs such as quickly, carelessly (on one reading) and
quietly. Jackendoff's classification has since then been articulated into more subtypes
(most notably by Bellert 1977), but the basic categories he proposed have not been
changed. For now we will keep things simpler by considering only these three classes.

Syntactically, Jackendoff argues, the speaker-oriented and subject-oriented
adverbs behave as a class and what differences there are in their distribution are due to
meaning. He shows that speaker- and subject-oriented adverbs are S-attached adverbs,
and manner adverbs attach to VP, with the following data.

Jackendoff claims that S-attached adverbs, and not VP-attached adverbs, can

occur before a single auxiliary or modal, as in (14). (The discussion through example
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(17) is adapted from Jackendoff 1972, pp 75-76.) However, | find the subject-oriented

adverbs to be somewhat odd in this position (he uses only the speaker-oriented adverb

probably in his examples).

(14) Thekids

probably;?2willingly/*completely  have read the book

will lose their minds

After asingle aux or modal, adverbs from either syntactic class can occur.

(15) Thekids have probably;willingly/completely

were
will

read the book
under water
|ose their minds

Between two auxiliaries, VP adverbs are somewhat odd but S adverbs are perfect.

(16) Theboys have
will
are

probably;willingly/* completely

been under water
be ruined by the tornado
being uncooperative

After two auxiliaries, Jackendoff says, VP adverbs are much better than S

adverbs.

(17)  Theboys are being * probably;*willingly/compl etely
will be
will have

uncooperative
ruined by the tornado
read the book

Turning to floating quantifiers, we find that their distribution closely matches the

distribution of S adverbs.

(28) (from (14)) The boys all

(19) (from (15)) Theboyshave all
were
will

(20)  (from (16)) theboys have dll
will
are

have read the book
were under water
will lose their minds

read the book
under water
|ose their minds

been under water
be ruined by the tornado
being uncooperative
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This suggests that all must be a speaker-oriented or a subject-oriented adverb.
But we have aready seen good evidence that all is not a subject-oriented adverb. Inthe
next section we will see that, consistent with the claims of Sportiche and Déprez, the
distribution of all differs from the distribution of subject-oriented adverbs, suggesting
that it is not a subject oriented adverb. On the other hand, its distribution is similar to
that of speaker-oriented adverbs.
5.1.3.1 Adverbs after two auxiliary elements

Jackendoff claims that S-adverbs are not found after two auxiliaries, but | think
thisis not quite correct. Firgt, it appears that the S-adverbs do not behave as a uniform
classin this position: the distribution of the speaker-oriented adverbsis different from
the distribution of the subject-oriented adverbs.

Speaker-oriented adverbs are in fact possible after two auxiliaries, but only if the
second aux ishave. This pattern is obscured in Jackendoff's data by akind of semantic
mismatch between certain modals and certain adverbs, and can be improved if we
combine them in the right way. Observe the variation in (21)-(22).

(21)  The children will have supposedly read the book

The boys must have certainly gone home

The children would have probably read the book

The girls should have allegedly finished by now.

(22) *The children will be certainly reading the book

*The boys must be certainly going home

*the children might be probably reading the book

??The girls should be allegedly finishing by now

Overall, the sentences in (22), where the second aux is be, are worse than the

sentences in (21), where the second aux is have.
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In contrast, it appears that subject-oriented adverbs are possible after two auxes,

regardless of whether the second aux is have or be. The datais shown in (23)-(24). (23)

(24)

The children will be willingly reading the book
The boys must be intentionally failing the exam
The children might be intentionally leaving by now

The children will have willingly read the book
The boys must have intentionally failed the exam
The children might have willingly left by now

So in fact it appears that the second auxiliary makes a difference:  speaker-

oriented adverbs are permitted after two auxiliariesif the second aux is have, but not if

the second aux isbe. Subject-oriented adverbs are permitted with either auxiliary as the

second one. Turning to all, the data in (25)-(26) show that it behaves more like a

speaker-oriented adverb than like a subject-oriented adverb. Note that (27) shows that

if beisfollowed by an adjective that allows all as a modifier then the sentence can only

be interpreted with all modifying the adjectival predicate.

(25)

(26)

(27)

The children will have all read the book
The boys must have all failed the exam
The children might have all left by now

*The girls have been all sleeping
*The boys must be all going home
*The children might be al reading the book.

The boys have been all dirty
The girls might be all wet

These data suggest, first, that Sportiche and Déprez were correct to argue that all

Is not a subject-oriented adverb. Secondly, the data suggest that all could be a speaker-

oriented adverb, since it has the same distribution.

However, if we are going to claim that all isakind of speaker-oriented adverb,
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we must provide evidence that thisis aplausible way of looking at things. In the sections
to follow, | will make two arguments for this hypothesis: a conceptual argument, and an
empirical argument.
5.1.4 All asa speaker adverb

First, the conceptual argument. The speaker-oriented adverbs have, since
Jackendoff's work, been further articulated into several classes (Bellert, 1977, Ernst
1998). The subclasses include the following (adapted from Ernst 1998).
(28) a speech-act: frankly, honestly, simply, briefly

b. modal/ evidential: probably, surely, possibly/ clearly, apparently, obviously

c. evauative: luckily, amazingly, oddly, curiously, ideally

We will address shortly the question of where all belongs in this classification.
What we are interested in now is what these classes have in common, that merits their
being considered subclasses of asingle class. Although | know of no formal definition
that tells us what should count as a speaker-oriented adverb, most of the authors who
discuss these adverbs seem to rely on an intuitive characterization like the following: the
speaker-oriented adverbs are adverbs that give a speaker away to modulate an assertion.

| will givejust abrief discussion of thisideahere. Rather than simply asserting
that p or that not p, using a speaker-oriented adverb a speaker may assert probably p,
luckily p, or obviously p. In the analysis of Ernst (1998) (simplifying somewhat) the
modal/evidential and the evaluative adverbs are treated as adjectival predicates that map
the proposition p (or the event that it can be taken to denote) on to a scale of "probable’
or "lucky" events. By using the adverb luckily, then, a speaker not only assertsthat p but

also asserts that the occurrence of an event described by p isrelatively high on the scale
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of lucky things.

The “maximizing” effect of all, which | have accounted for in the proposals of
Chapters 2 and 3, can be viewed in asimilar way: it saysthat a proposition pistruein
the strongest way possible (with respect to distributivity). It, too, can be viewed as
mapping a proposition p on to a scale; a speaker who uses all asserts that p and
furthermore that p is true in the strongest possible way (with respect to distributivity).
In this way it is a "proposition modulator”" of a sort similar to other speaker-oriented
adverbs.

For example, take the sentence the girls all left. We can take p to be the
proposition that [the girlsleft]. Then given that all requires a good-fitting cover so that
guantification by the D operator is maximized with respect to the girls, we might say that
what all doesisto expressmaximally p. Thatis, pis truein the strongest way it can be
true.

Note that this picture is made possible by the proposal that all is not a determiner-
quantifier. If it were, then there would be no way to separate the proposition p from the
contribution of all; without the quantifier there ssmply wouldn't be a proposition. But
the proposal | have made here gives us away to see how the contribution of all can be
separated from the propositional content of the rest of the sentence, and hence makes the
ideathat all might be an adverb much more plausible.

| should make one more note here. Later in this chapter | will argue for an
analysis of adverb orientation in which the term "orientation” means something different

from what it means here as part of the term speaker-oriented. So to avoid confusion
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from now on | will refer to this class of adverbs simply as speaker adverbs.
5.1.4.1 Types of speaker adverbs

As| mentioned above, the class of speaker adverbs has been further subdivided
since Jackendoff'swork. Sincel am arguing that all isakind of speaker adverb, | must
address the issue of what subclass of speaker adverbs the floating quantifiers belong to.

The work of Bellert (1977) and Ernst (1998) suggests that the speaker adverbs
can be divided into three subclasses, shown below (the category names are taken from
Ernst 1998).
(29) a speech-act: frankly, honestly, simply, briefly

b. evaluative: luckily, amazingly, oddly, curioudly, ideally

c. modal/evidential: probably, maybe, surely,/clearly, apparently, obviously?

The criteriafor dividing the speaker adverbs into the categories a-c is, according
Bellert (1977), mostly distributional and semantic. By her criteria, it appears that all
does not fall into any of these categories.

Bellert identifies the speech act adverbs (she calls them “pragmatic adverbs’) by
the fact that they can always be paraphrased by a sentence with the word speaking, asin
(30)-(31)

(30) I honestly did it myself
(31) Speaking honestly, | did it myself.

Thiskind of paraphrase is not possible with afloating quantifier: * Speaking all,

the girls left. So we can conclude that floating quantifiers are not speech-act adverbs.

* Actually, Ernst divides this class into two classes, modal and evidential (and the
adjectives belonging to the respective classesis indicated by the /). However he doesn't give any
evidence for the difference. Below we will see that they behave, at least with respect to the
phenomena that we are interested in, like asingle class, and Bellert treats them as belonging to
asingle class, so | have put them together in class c.
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Bellert treats the modal and evidential adverbs as belonging to a single class
which can be characterized by, among other things, the fact that they cannot be
morphologicaly negated, as shown in (32), and the fact that they cannot occur in
guestions, as shown in (33).

(32) *Impossibly, John has arrived
(33) *HasJohn evidently arrived?

The evidence regarding all is not clear with respect to these tests. Although all
cannot be morphologically negated (like the modal and evidential adverbs), it appears
that it can be periphrasically negated.

(34) Thegirlsdidn't al leave
(35) Notall thegirlsleft

Ontheother hand it isclear that all is perfectly compatible with questions, unlike
the modals and evidentials.
(36) Haveal thegirlsarrived?

| tentatively conclude from these facts that all is not a modal/evidential adverb.

The evaluative adverbs are, like the modal adverbs, incompatible with questions,
as shownin (37).
(37) *Has John surprisingly arrived?

But they are distinguished from the modal adverbs because they are factive
predicates: if (38) istruethen (39) is necessarily true also.

(38) John hasfortunately arrived
(39) John has arrived

The fact that all is compatible with questions, as we saw above, suggests that all

is not an evaluative adverb, either.
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So it appearsthat if |1 am to propose that all is a speaker adverb, then | will have
to propose that it makes up anew class of speaker adverb.

Asfar as| know, thereisno impediment to this from any theory that providesthe
essentia or defining properties of speaker adverbs. As| discussed earlier, thejustification
given in the literature for classifying these adverbs together comes from intuitive
characterizations about what it could mean to be * speaker-oriented”. | argued there that
these same kinds of characterizations plausibly apply to all. So | will assume that
floating quantifiers comprise another subclass of speaker adverbs. In the next section we
will see evidence in favor of this claim.
5.1.4.2 The scope of adverbs

The empirical evidence that all is a speaker adverb will come from all's
interaction with other adverbs. It iswell-known that when several adverbs appear in a
sentence, there are restrictions on the order in which they may appear. (See Jackendoff
1972, Ernst 1998, Cinque to appear, and others.) | will show that all, too, is subject to
such restrictions, and that the restrictions are predicted by the hypothesisthat all isakind
of speaker adverb.

There are various ways of accounting for the kinds of interactions | will describe
below (see Ernst 1998, Cingue to appear). | will describe the interactions in terms of
"scope,” because it is aconvenient term and because | find Ernst's (1998) theory of the
scope of adverbsto be persuasive. However, | will not give atheory of what it meansfor
an adverb to have scope; our goal hereis not to give a theory of adverbs but to give

evidence that all behaves like an adverb.
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Adverbs can be organized into a hierarchy that captures their distributional
properties. The hierarchy is given below, in (40) (adapted from Ernst 1998). The first
three subclasses (a-c) comprise the speaker adverbs. Categories d-e are the subject-
oriented adverbs, and f is the manner adverbs.

(40) speech-act: frankly, honestly, ssimply, briefly

a
b. evaluative: luckily, amazingly, oddly, curioudly, ideally
c. modal/evidential: probably, maybe, surely,/clearly, apparently, obviously

d. agent-oriented: politely, stupidly, cleverly, graciously, rudely
e. mental-attitude: happily, willingly, sadly, anxiously

f. manner: loudly, tightly, jerkily, blindingly

In astring of two or more adverbs, adverbs of class a must have scope over (ie,
appear to the left of) adverbs of classes b-f; adverbs of class b must have scope over the
lower classes, and so on, as schematized in (41).
(41) a>>b>>c>>de>>f

This means that, for example, a manner adverb cannot appear in a position
dominating a modal adverb, because the class of modal adverbs is higher in the
hierarchy. Thuswe expect that a sentence like (42) should be ungrammatical, which is
indeed true.
(42) *Thegirlsloudly probably talked about the movie

Sometimes when an adverb from alower class dominates an adverb from a higher
class, we get an effect that is different from ungrammaticality. We seein these cases a
kind of "forced meaning" effect in which one of the adverbs takes on a different kind of
meaning, one that is compatible with its syntactic position and the class of adverbs that

may appear there. For example, honestly is a speech-act adverb, and so the sentencein
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(43) isanomalous.
(43) #The police probably honestly left

However, to the extent that we can undestand this sentence, it seems to demand
that we somehow imagine a manner interpretation for honestly (some kind of honest
leaving?). So honestly is "forced" into a manner interpretation (or possibly a subject-
oriented interpretation) because it has scope under probably.

| propose that the class of floated quantifiers occupies the same place in the
hierarchy as the modal adverbs (which also, of course, belong to the larger class of
speaker adverbs). In the next sectionswe will see that this predicts the distribution of all
with respect to other adverbs and also the fact that it, too, can be involved in "forced
meaning" interpretations.
5.1.4.3 Evidence frominteraction with other adverbs
5.1.4.3.1 All and lower-type adverbs

If floating quantifiers belong in the same place in the adverb hierarchy as the
modal adverbs, this predicts quite straightforwardly that they should show the same
distribution. We expect, for example, that all cannot occur in the scope of manner
adverbs and subject oriented adverbs.

Examples (44)-(45), modified from Jackendoff (1972), show that neither the
subject-oriented adverb bravely nor the manner adverb skillfully can dominate the modal
adverb probably. Thisispredicted by their relative placesin the heirarchy. On the other
hand, the reverse order isfine, as shown in (46)-(47).

(44) *Max bravely probably climbed the wall
(45) *Max skillfully probably climbed the wall
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(46) Max probably bravely climbed the wall
(47) Max probably skillfully climbed the wall

All shows similar behavior in this respect, as shown in (48)-(51).

(48)  ??The boys bravely al climbed the wall
(49)  ??Theboys skillfully al climbed the wall

(50) Theboysall bravely climbed the wall
(51) Theboysall skillfully climbed the wall

Although (48)-(49) are not quite as bad as (44)-(45), it is quite clear that
something has changed. In addition to the fact that (48)-(49) are both more awkward than
their counterpartsin (50)-(51), we also see ameaning changein evidence, which appears
to be similar to the type that we saw above in our discussion of "forced meaning." It
appears that some kind of higher-type meaning is being forced upon skillfully and
bravely which they are not accepting too gracefully.

For example, the adverb skillfully in (49) clearly cannot be interpreted as a
manner adverb. To the extent that it can be understood, it means something like, it was
skillful of the boys to all climb the wall. That is, they showed some kind of group
organizational skills, rather than climbing in a skillful manner. Here's a context where
this makes a difference. Suppose that the boys are a bunch of boy scouts engaged in a
group-building exercise, which requires that they somehow manage to get every member
of the group over a 10-foot wall. None of them has any climbing skills. However,
through teamwork, they manage to devise asystem whereby everyone helps everyone else
to hoist his carcass over the wall, no matter how ungracefully (and some of them do go
over rather ungracefully). In this situation, (49) is true (to the extent that it is

grammatical) and (51) is false. It appears that the reading of (49) that is marginally
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available is atype of agent-oriented reading.

Note also that the problem with (49) is not ssmply the difficulty of attributing
skillfulness to agroup agent (that is, to the boys as awhole) (as suggested to me by Tom
Ernst, p.c.). The"group skillfulness’ reading is available for the same sentence without
all, asin (52).

(52) Theboys skillfully climbed the wall

Although the "group skillfulness® reading is not the most salient reading out of
the blue, it is perfectly sensible in the context described above for (49). So the idea of
a'group skillfulness' reading cannot be blamed for the awkwardness of (49). However,
(49) is predicted by the hypothesisthat all isan adverb that belongsin the hierarchy with
the class ¢ adverbs. It is not group skillfulness that is the problem here but the possiblity
of treating skillful as a higher-type adverb (or all as alower-type adverb).
5.1.4.3.2 All and modal/evidential adverbs

Another prediction we make with this hypothesisisthat all and the modals should
occur in any order. Thisistrue also, as shown in (53)-(54).

(53) The boys probably al went home
(54) Theboysall probably went home

The evidentials show exactly the same behavior.

(55) Thegirlsal obvioudly left
(56) Thegirlsobvioudly al left

Thisis predicted on the hypothesisthat all is a speaker adverb that has the same
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scopal properties as the class ¢ adverbs of the hierarchy givenin (41). *
5.1.4.3.3. All and speech act, evaluative adverbs

We also predict that all should not be able to occur with scope over speech act
adverbs and evaluative adverbs because these are higher in the scopal hierarchy. This
istrue for the speech-act adverbs.

(57) Thegirlshonestly all left
(58) *Thegirlsall honestly left

Note that (58) is marginally permitted if we can come up with some way to have
honestly have a manner interpretation, but this is exactly what we would expect.

On the other hand, it's not so clear whether this hypothesis makes correct
predictionsfor the evaluative adverbs. The evaluatives are are higher in the heirarchy,
so we expect that all should not be able to occur to the left of them. However, it appears
that all may in fact dominate at least some evaluative adverbs (although there seemsto
be some variation here).

(59) *Thegirlsall amazingly quit smoking
(60) Thegirls have all unfortunately left.

It's not clear to me why this should be possible, but | will leave thisissue aside
for now.

Overall, we have seen that the hypothesis that all is a speaker adverb of the same

* Roger Schwarzschild (p.c.) points out to me two other contexts where all and the modal

adverbs show the same distribution, which lends some support to the hypothesis that they are
similar.
() The boys | eft, probably/apparently/all in different cars
(i) The boys |eft, *frankly/* amazingly/* carefully/* quickly in different cars
(ili)  The documents, probably/apparently/all written in Greek, remained elusive
(iv)  Thedocuments, *frankly/* amazingly/* carefully/* quickly written in Greek,
remained elusive
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hierarchical status asthe modal adverbs correctly predicts awide range of its distribution
with respect to other adverbs. We correctly predict that it should should be in free
variation with modal and evidentia adverbs, and be unable to take scope over speech-act
(evaluative) adverbs.

We also predict the fact that all must take scope higher than manner and subject-
oriented adverbs; and the kind of semantic anomaly that we see when the adverbs occur
in the opposite scopal order is just the kind of semantic anomaly that we see generally
when lower adverbs take scope over higher adverbs. Thislast fact is perhaps especially
important becauseit is predicted by the hypothesisthat all isatype of speaker adverb but
it is not at al clear whether we would expect this kind of interaction if all were a
quantifier.

Let us summarize what we have found. Earlier | proposed, on the basis of
distributional evidence of the sort analyzed by Jackendoff (1972), that all is a type of
speaker adverb. In this section we saw that this hypothesis holds up to further scrutiny
when welook more closaly at the interaction of adverbs with one another, hence we have
provided additional evidence that all isakind of speaker adverb.

5.1.5 Adverb orientedness

At this point we have hypothesized that floated all is atype of speaker adverb.
But by itself that doesn't explain why the good fit requirement of floated all, in English,
isawaysimposed on the subject. | will argue here that this syntactic fact is explained by
an account of the "orientedness” of floating quantifiersthat is related to, but not the same

as, accounts that have been given for the subject-oriented adverbs (McConnell-Ginet
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1982) and for another kind of "adverb orientedness’ proposed by Schwarzschild (1994c)
to account for some facts about together. We will ook briefly at each of thesein turn
and then | will give a proposal that accounts for the fact that floated all must always be
construed with the subject. (I thank Roger Schwarzschild for comments and suggestions
that led me to pursue this approach.)
5.1.5.1 McConnell-Ginet's analysis of subject-orientedness

McConnell-Ginet is concerned with the fact, which we have aready seen, that
adverbs that are subject-oriented in an active sentence are ambiguous in the passive,
between an "orientation™ toward the surface subject and an orientation towards the agent
(the underlying subject). Thisis shown in (61)-(62).

(61) Joan willingly instructed Mary (Joan willing/ * Mary willing)
(62) Mary waswillingly instructed by Joan (Joan willing/Mary willing)

The first point that should be noted about this phenomenon is that the position
of the adverb in the passive makes adifference: if the adverb precedesthe auxiliary only
(surface) subject orientation is possible. In other positions either kind of orientation is
possible.

(63) Willingly, Mary was instructed by Joan (*Joan willing/Mary willing)
(64) Mary willingly was instructed by Joan (* Joan willing/Mary willing)
(65) Mary wasinstructed by Joan willingly (Joan willing/Mary willing)

One difficulty in giving an analysis of this phenomenon, as McConnell-Ginet's
discussion makes clear, isin alowing willingly to orient towards the agent in the passive
while aso ruling out the possibility of allowing willingly to orient towards the object of

the active sentence.

McConnell-Ginet proposes a semantics of subject-oriented adverbs (and most
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other types of adverbs) in which they are not just predicate modifiers, but actually
interact with the meaning of a verb to create a new meaning. She adopts the term Ad-
Verb to reflect thisidea. An Ad-Verb is an operator that appliesto averb to giveit an
extra argument place for an adverbial modifier (much like the argument place found in
verbs that strictly subcategorize for adverbs, like behave), and then the Ad-Verb itself
also fills that argument place.

Syntactically, this Ad-Verb may apply both to main verbs, like instruct, and to
auxiliary verbs, like wasin the passive. Since a passive sentence contains two possible
verbs for willingly to attach to, and an active sentence contains only one, this is what
accounts for the ambiguity of "orientation” of thiskind of adverb in the passive but not
in the active.

On this hypothesis, subject orientation in an active sentence is simply a by-
product of what it means to "willingly instruct”. Willingly has applied to the verb
instruct to yield a different kind of instructing — willing instructing. For McConnell-
Ginet, thereis no sense in which the Ad-Verb willingly is "looking" for the subject. The
fact that we understand the subject to be willing comes from the fact that it is predicated
of the complex verb willingly instruct.

In the passive, surface subject orientation is due to the fact that the Ad-Verb
attaches to was to yield something meaning roughly, was-willingly. The agent-oriented
reading is due to the fact that the Ad-Verb applies to instruct, which, as we saw above,
yields a constituent meaning something like instruct-willingly.

Sinceit isthe attachment of willingly to was that derives the "orientation” toward
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the surface subject, this also explains why the "agent-oriented” reading of the Ad-Verb
in the passive is not available when the Ad-Verb is unambiguously adjoined to the S
node. So on the analysis proposed by McConnell-Ginet, the phenomenon of subject
orientation of adverbs has (at least) the following two properties. The fact that thereis
any "orientation" possible at al is attributed ssmply to the meaning of the particular Ad-
Verbin question. Secondly, the direction of the orientation is determined in large part
by the syntactic position of the Ad-Verb.
5.1.5.2 Another kind of adverb orientedness

In more recent work Schwarzschild (1992c) proposed a distinction between
traditional subject-orientation of the sort described by McConnell-Ginet, and another sort
of orientation that he observes. This kind of orientation is exhibited by the adverbs
together and individually.

The first feature of this kind of adverb orientation is that it can be toward the
subject or the object in active sentences.

(66) Alice and Max went shopping together
(67) Polly cooked the beans and the rice together

In the right kind of syntactic context, together, like willingly, can be ambiguous.
Together can apparently be oriented toward the subject or the object.
(68) Aliceand Max swallowed the pills and the alcohol together

This sentence can be trueif Alice and Max, together, swallowed the pills on one
occasion and the alcohol on another (ie together (A & M) not together (p & a)). On the
other hand, it can also be true if Alice swallowed the pills and the acohol together in her

apartment on Spruce Street on Tuesday, and Max did the same on Easton Avenue on



206

Wednesday.

But there is one clear difference between the kind of orientation exhibited by
together and the kind of orientation exhibited by willingly. While willingly can be
oriented towards an implicit subject, together never can; it requires an overt argument.

(69) *The house was together destroyed
(70)  The house was deliberately destroyed

Of course, thiskind of contrast should look familiar. As part of Déprez's (1989)
arguments that all is not a subject-oriented adverb, we saw that all also cannot be
oriented towards an implicit subject. So our goal here will be to use Schwarzschild's
ideas about orientation to point the way toward an account of all's orientation.

Schwarzschild classified adverbs of the together type as "structurally-oriented”
and adverbs of the deliberately type as" semantically-oriented". Inlight of our discussion
of McConnell-Ginet's analysis of Ad-Verb orientation, in which structure plays arole,
thisterminology is perhaps not so felicitous. So | will continue to use " subject-oriented"
in the traditional way, to refer to adverbs of the deliberately type, and refer to adverbs
of the together type as "argument-oriented", for reasons that should become clear
shortly.®

The analysis proposed by Schwarzschild issimilar to McConnell-Ginet's analysis
with respect to the two featureswe are most interested in: first, which argument it orients

toward is determined by its position in the syntax. Secondly, the fact that it shows

> Lasersohn (1990,1995) also discusses the argument orientation of together and proposes
an account of it. Schwarzschild argues against Lasersohn's approach, but we will not look at the
details of the debate here becauseit is orthogonal to our concerns.
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orientation is due to its meaning. Specifically, Schwarzschild proposes that adverbial
together takes two arguments, a DP argument and a VP argument. ®

Here is a sketch of how this works. Like McConnell-Ginet, Schwarzschild
supposes that together can combine directly with averb, asin (71). (Although note that
for Schwarzschild together does not "operate” on the verb in the manner proposed by

McConnell-Ginet.)

(72) VP

V  Ad-V thepianos
Ii|ft tog|]ether
He proposes that the operation of right-wrap (see Bach 1984) then moves the
object next to the verb to derive the surface word order.
Schwarzschild also proposes that together can adjoin to a (transitive) VP, as
shownin (72).

(72) VP

® Thisideais due to Lasersohn, who makes a similar proposal for together in his 1990
book.
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lift the pianos

Given these two possible insertion sites, Schwarzschild defines together so that
its "subject” (ie its DP argument) is the DP that combines with together's V or VP
argument. In other words, when together adjoinsto aV its subject will be the verb's
object, and hence together will be "oriented” toward the object. When together adjoins
to VP, its subject will be the argument of the VP, and hence it will be "oriented" toward
the subject.

If we assume that adjunction to V is aways accompanied by right-wrap, then this
hypothesis correctly predicts that the only position that licenses object-oriented together
Is the position to the right of the object. Thisisshown in (73)-(74).

(73) *Polly together cooked the beans and the rice
(74)  [Alice and Max]; have together,,.; swallowed [the pills and the alcohol];

It should be pointed out that Schwarzschild leaves some facts about together,
particularly adnominal together, unexplained. But thiswill not concern us because we
are not interested here in giving an analysis of together; what we want to do is see how
Schwarzschild's analysis points the way toward an analysis of all.” For this reason too
I will not go into the formal details of the rules Schwarzschild gives combining together
with its arguments.

What we have learned from Schwarzschild's and McConnell-Ginet's analyses are
the types of adverb-orientation to be found in English (at least subject-orientation and

argument-orientation) and that the direction of orientation can be accounted for by the

’ Although it would perhaps be fruitful at a future date to explore the similarities between
together and all more thoroughly.
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right kind of syntactic-semantic analysis.
5.1.5.3 The orientedness of all

In this section | will argue that all exhibits the kind of "argument orientation™
exhibited by together. The main difference between all and together isthat all cannot
adjoin to the verb. It can only be adjoined at a higher point in the sentence structure: at
least outside of VP (below | will argue that there are independent reasons for assuming
this difference). This will explain why adverb all is never object-oriented, at least in
English.

| have proposed in this dissertation that the contribution of all to meaning is not
atruth-conditional one; rather, all interacts with the process of assigning avalue to the
domain variable Cov. Thiswill make spelling out the derivations of sentences with all
abit more complicated. Inwhat follows | will adopt the convention of placing the good
fit requirement in between the symbols ! I to orthographically mark that good fit is not
evaluable as part of the truth conditions of the sentence, but is an operator that interacts
with the context to limit the possible choices of Cov. | call this aspect of meaning the

"domain-adjusting meaning".? The idea is that the domain-adjusting meaning of a

8 An obvious question here is whether the idea of "domain adjusting meaning" bears any
relationship to presupposition, another major source of non-truth-conditional meaning. In a
dynamic approach to presupposition (Stalnaker 1973, Heim 1983), the "pre" suffix is taken to
heart: we understand a presupposition to be a kind of precondition for a felicitous utterance. |
don't have any strong intuition that all sets up that kind of precondition. On the other hand, in the
work of Beaver (1996), presupposition istreated as a device for "context selection”; that is, just
as speakers entertain a set of possible worlds as candidates for the actual one, speakers also
entertain a set of possible contexts (a set of sets of possible worlds) as candidates for the "actual”
context. On this account, presuppositions are used to rule out certain kinds of contexts, that is,
as clues to the kind of context that a speaker hasin mind. If thisaccount is correct it seemsto be
much closer to what | havein mind for all. Nevertheless, | refrain here from calling the good fit
requirement a presupposition because it would raise numerous new questions. For one thing, as
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congtituent (if it has one) is separate from its truth-conditional meaning and is derived
alongside the truth conditions. Here | just sketch an account of how this works, but in
light of the fact that other operators can arguably affect the resource domain variable of
aquantifier (see Chapter 3, section 3.3.1), the system proposed here might plausibly have
applications beyond the syntax/semantics of all and both.

| propose the following trandation rule for all.

(75) all-trandation rule:

all has no ordinary trandation, and a domain-adjusting meaning of

Ix[gf(Cov)(x)] !

The fact that all behaves like an adverb comes from the fact that its meaning is
essentially conjoined to the meaning of the VP, and then it takes asits argument the same
object that the VP takes asitsargument. Thisis guaranteed by the following rules. The
first rule combinines all and aVVP, and the second combines the resulting VP with an NP
argument. (76) and (77) are "mode of composition” rules, similar in that respect to the
rule for Lasersohn's generalized D operator (Chapter 4, sec.4.1.2).

(76) al-VPrule

Where o is an expression of type <e,t> (where t is any type ending in t) whose

ordinary trandation is o, then:

[al' o] =Az o' (2), " Az[Ax[gf(Cov)(x)]](2) "

where nisthe index on the sister node to all.

(77) composition rulefor domain-adjusting meaning:
Where o is an expression of type <e,t> (where t is any type ending in t) with a

two-part trandation a' whose parts consist of an ordinary trandation o' and a
domain-adjusting meaning d; and 3 is an expression of type e with an ordinary

Roger Schwarzschild (p.c.) has pointed out to me, if the good fit requirement of all is a
presupposition we might expect it to project. But the extremely local effect of all that will be
encoded in the syntactic rules | will give in this chapter makes me wonder whether we would
expect any evidence of this sort anyway, since the effect of all is so local.
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trandation p', then:
[ BT = [o'I(IBD) , "3" ([BD)

It will be clear how these rules work when we apply them in the course of a
derivation. For now note that the combined effect of (76) and (77) will be that the NP
argument of the VP will also serve as the argument of the "domain adjusting meaning”
introduced by all.

In addition, note that the definition in (77) makes reference to an index n on the
sister of all. But up until now, we haven't been assuming that there is any index on the
sister of all (that is, on the VP). But let us suppose that the index on Cov is inherited
from an index on the D operator. (Thisis closeto Schwarzschild's (1996) original rule
for the Part operator.) Since the D operator is present in the syntax, its index will be
visiblein the syntax aswell. Therulein (76) ensures that the value of Cov in the good
fit operator and the value of Cov in the restriction of the D operator are the same.

Finally, there are some additional syntactic details that need to be considered. In
the derivations | have been using, aVPisnot in fact typically of type <et>. Itisusualy
of type t, because its argument slots have been filled either by full arguments, or by
variables if the syntactic position isfilled by atrace. So, for example, a sentence like
(78) hasthe structure in (79), and according to the half-finished derivation below it, the
tranglation of the VP node is an expression of typet.

(78) The students all flunked the exam

(79) IP
S
DP I
N T T

the students; | VP
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/\
AdvP VP3
| S
adl  DP V'2
T
t V1 DP
| PN

flunked  the exam
1. Mxay[flunked'(x)(y)]
2. Ay[flunked'(the.exam')(y)]
3. flunked'(the.exam’)(x;)

Our rulein (76) requires that all applies to an expression that takes an e-type
argument. Clearly, the way that line 3 of (79) can be turned into such an expression is
by A-abstracting over the freevariablex,. But | follow Bittner (1994) in assuming that
we are not free to bind x; whenever we want: we can only bind it when its index is
"compositionally visible Anindex is compositionally visible on anode a if it isthe
index of a or of o'ssister.

To make the index visible, | will propose that all is governed by (and hence
coindexed with) the nearest DP that dominatesiit. It should be clear as we proceed that
thisisjust the mechanics we need to capture the idea that all takes as its argument the
first DP that the VP takes as its argument.
5.1.5.3.1 Nominal government

| will assume that the requirement that all be governed by the nearest DPisakind
of antecedent government, as instantiated in the theory of relativized minimality
proposed by Rizzi (1990). | will call it nominal government, because the governor must

belong to anominal category (ie NP or DP; we will see when we look at prenominal all
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that the governor can be an NP).

Rizzi's rules for antecedent government and relativized minimality, (pp.7-8) with
all substituted in the appropriate places, are given in (80) and (81). In addition, | adopt
an m-command requirement, rather than Rizzi's original c-command requirement.

(80) X antecedent-governsall where

(i) X and all are coindexed

(i) X m-commands all

(iii) no barrier intervenes

(iv) relativized minimality is respected
(81) X a-governsY only if thereisno Z such that

(i) Zisatypical potential a-governor for Y

(if) Z c-commands Y and does not c-command X.

For us a "typical potential governor for Y" is any nominal category. (As we
proceed it will become clear that if any other category is allowed to be agovernor for all,
the derivations wouldn't work because all requires a DP argument.)

We also need adefinition of m-command. | use the following definition, from
Chomsky 1986 (essentially the same definition that Rizzi uses).

(82) o m-commands B iff o does not dominate B and every y that dominates o
dominates 3, wherey isamaximal projection.

Now we can put this all together. Assuming that a D operator has an index, and
using the ideathat all is coindexed with its DP-governor, the derivation that we started
in (79) can befinished asin (83). (Notel am using "eventless' semantics because events
are not crucia here.)

(83) IP7

DP I"
PN S
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the students | VP6

T

AdvP  PiVP345

AN

al, DP V2
T
t V1 DP

| PN

flunked the exam

AMxay[flunked'(x)(y)]

Ay[flunked'(the.exam')(y)]

flunked'(the.exam’)(x;)

Axi[flunked(the.exam')(x;)]

0 ) [flunked(the.exam’) (x)]

Az [Pax[flunked(the.exam)(x)1] (2) , "rz[Ax[gf(Cov)(x)](2)"
. Az [[Pflunked(the.exam)](2)] ,  "Az[gf(Cov)(2)]"

. P[flunked(the.exam")](the.students)), gf(Cov )(the.students) !
8 VX[x<[the.students ]& xeCov - flunked(the.exam’)(x)] ,
Igf(Cov))(the.students)) !

NoooughkrwdrE

Notethat | assume without explicitly formulating a rule that once the meaning of
all isfully "filled in", the domain adjusting meaing is smply passed up in the derivation
without interacting any further with the derivation of the ordinary meaning.
5.1.5.3.2 All oriented toward the subject

Thus, on this analysis, the fact that all is oriented towards the subject follows
from the fact that the subject is the first DP argument of the VP, so it also serves asthe
argument of all. We used arelativized minimality approach to government to help us
carry out this idea, which works for us because the first DP that the VP takes as its
argument (after combining with all) will also govern all.

If adverb all cannot combine with any constituent lower than VP, then we predict

that the only way all can be object-oriented isif the object is displaced in such away that
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it can be the first argument to combine with the VP.

In English, thisis completely impossible. Besides NP movement, which all is
compatible with, objects can be displaced only by wh-movement or by topicalization, and
in both casesthe object is not the first argument to combine with the VP. Thus we expect
that all could not be oriented towards the object in these cases.

This effect is captured by the fact that all must be coindexed with its DP
governor. Because we adopt arelativized minimality approach to government, the DP
governor of all will aways be the first DP argument of the VP that all combines with.

| show how government from awh-object is blocked in English in (85).

(84) *Which boys did Joan all see?

(85) CP
DP, C
PN N
which boys C IP
| T
did DP, I
| T
Joan I VP
S
AdvP VP
VAN
al,, DP \A
| T
t, |\/ I|DP
see t

All cannot be DP-governed by which boys because Joan is a closer DP-governor,
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according to the definition of relativized minimality in (81). Note that this has the
welcome effect of blocking A-abstraction over the variable x; at the VP level; if wewere
to abstract over that variable then Joan would incorrectly be "fed in" asthe object of see.
The DP Joan isalegitimate DP governor for all, but | assume that this derivation crashes
because all is dependent on distributivity over Joan, but a D operator on the VP is not
licensed here (for economy reasons) since Joan denotes a singular entity.
5.1.5.3.3 All in sentence-peripheral position

Therequirement that all be governed by anominal category has another welcome
consequence (which | thank Viviane Déprez for pointing out to me). There is one aspect
of all'sdistribution that makes it different from other speaker adverbs. speaker adverbs
like probably and surely can appear at the periphery of sentences, but all can never
appear in either position.

The sentences in (86)-(87) show that the speaker adverb probably can appear
with apause at theright edge, and without a pause at the left edge, as shown in (86)-(87)

(86) Probably Max and Susan like crab cakes
(87) Max and Susan like crab cakes, probably

Thisis completely impossible for all, as shown in (88)-(89)

(88) *All Max, Susan, and Emily like crab cakes
(89) *Max, Susan, and Emily like crab cakes, all

If we suppose that in both the right-adjoined and the left-adjoined cases the
adverb is adjoined to IP node above the subject, then all will fail to be governed by a
nominal category, and hence will be unlicensed. So the requirement that all be governed

rules out these sentences as ungrammatical.
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5.1.5.3.4 The D index

The presence of the index on the D operator in (83) was crucia to making therule
in (76) work. But we saw in Chapter 4 that there are cases where the D operator is not
conveniently placed on the sister of floated all. These are caseslike (90).
(90) Thegirlsal built a house

By hypothesis, on the collective reading of (90) the D operator is positioned on
DO, the head of the higher verbal projection. If the structure of (90) is (91), then it's not

clear how an index comes to be on the sister of all.

(91) IP
DP I'
PN T
thegirls | VP3
T
AdvP VP2
| S
al, DP V'
| N
t, Dj|\/ V|P1
DO V'
N
V DP

AN

built ahouse

One possible way to solve this problem is to suppose that the index on the D
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operator may percolate up to VP2, whereit isvisibleto all. Thisiswhat | will ultimately
propose.

But there isakind of example that shows that we must put limits on how far this
percolation may go. Thisis shown by the example in (92). (Thanksto Viviane Déprez
and Roger Schwarzschild for pointing this example out to me.)

(92)  *John; al; P[saw] the girls

The situation we want to avoid is one where theindex j on the D operator on saw,

(over the girls), is allowed to percolate up to VP where it can provide the index for the

occurrence of Cov for the good fit operator according to therulein (76).

(93) IP
DP I
P
John, | VP2
/\
AdvP VP1L
| /\
dl, DP V&
| T
t Dy DP
N

saw thegirls
If we allowed the index j to percolate up to VP1 in (93), then we would
incorrectly predict the sentence to be grammatical. This is because we have been

supposing that what rules out floated all in a sentence like (92) is an economy condition:
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D isnot licensed here because of the singular subject, so all has nothing to "operate on"
(ie, no Cov variable to be coindexed with). But if thereisaplural object and we do not
restrict the percolation of the index j in (93), then the Cov variable inside the good fit
operator could be coindexed with Cov,, which is clearly not the right result.

Itisintuitively clear what we need to do to avoid this: we need to make sure that
the Cov variable introduced by all gets coindexed with the "right" DP — that is, the DP
most local toit. To handlethis, | will introduce a"D index percolation rule’. Theidea
that this rule isintended to capture isthat a D index cannot percolate beyond the point
where a distributed node combines with its distributee.

(94) D-index percolation rule: Theindex of aD operator can percolate up to thefirst
higher node that directly dominates a nominal category, and no farther.

Since the first node up from a D operator that directly dominates a nominal
category will always be the node that dominates the nominal category that the D operator
distributes over, thisrule essentialy instantiates the local relation between the D operator
and the DP it distributes over. This will in turn have the right results for floated all
because all, too, must bein alocal relationship with aDP. Therefore aloca relationship
between a D operator and a DP (reflected in part by the D index percolation rule) and a
local relationship between a DP and all (instantiated in terms of government) conspire
to ensure the right kind of locality between all and the D operator.

With thisrule, the reader can verify that the D operator index j can percolate up
to VP2in (91), but only up to V' in (93). Thus we can apply the rulein (76) to get the
right results.

5.1.5.3.5 All oriented toward the object
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In section 5.1.5.3.2, we saw that the proposed account of the "orientation™ of all
correctly predicts that floated all can only be construed with the subject in English. The
explanation given there also predicts that object-orientation should be possible in a
language in which it is possible for the object DP to be in a position to DP-govern all.
It appears that this prediction is borne out by French, because French alows object-
orientation for floated all. | will not attempt a full accounting of the syntax of French
floating quantifiers here (see Kayne 1975, Sportiche 1988, and Doetjes 1992 for
discussion), but | will give a sketch of what we would expect on the account | have
proposed.

A significant fact about French floating quantifiersis that although they allow
object orientation, it is never permitted for an in-situ object, asin (95). The object must
be displaced either by clitic movement (96) or by wh movement (97).

(95)  *Jean ont tous, vu les enfants, (in-situ object)
John has all seen the children

(96)  Jeanles ont tous vous (clitic mvt)
John them-CL has all seen

(97) Lesenfants que tu astous grondés sont partis en pleurant (wh-mvt)
the children who you have all scolded have left crying

In the case of (96) it seemsfairly clear that the object clitic lesisin aposition to
DP-govern tous. But the facts get more complicated rather quickly, because in (97)
tu (you) appears to intervene to block DP-government of tous by the wh-moved les
enfants (or by comp).

However, using (96) as a guide, it seems plausible to suppose that French wh-

movement of objects might involve, at least optionally, an intermediate landing site —
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perhaps specifier of AgrO. Thiskind of analysis has been proposed by Sportiche (1992)
for clitic movement with participles. If the definition of DP-government were expanded
so that DP traces could be DP governors, then this would account for (97).

In general then, we would expect that DP government of the sort we find in (97)
would be licensed by the presence of DP traces in intermediate positions. The difference
between French and English would be that French makes much more "active" use of
positionsin the Agr functional projections (especially for objects) in overt syntax because
it has overt verb movement (see, eg, Pollock 1989, Sportiche 1992). The fact that French
only licenses object oriented tous when the object has moved is then expected.

Let us summarize the account we have given of all's orientation. We have
proposed that all's orientation toward a subject (or an object in French) follows from the
fact that adverb all takes as one of its arguments the first type e argument that its sister
VP combines with; and the question of which argument all will be oriented towardsis
answered by the syntax. In English objects can never govern all, but in French, we have
speculated that the possibility of clitic movement and use of the AgrO position in the
overt syntax makes it possible for displaced objects (or object traces) to DP govern all.
5.1.5.3.6 Why dl can't adjointo V

The explanation I've given so far for the orientation of all, and why its
orientedness differs from together's, depends in part on the fact that all can adjoin only
to VP (or higher), but together can adjointo V or VP. In thissection | will show that
this difference does not have to be stipulated: there isindependent evidence for it.

There are basically two kinds of evidence in support of the hypothesis that
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together can occur "lower" in the syntax than all can. Thefirst kind of evidenceisthe
evidence from distribution. We saw earlier that all is classified as an S-adverb according
to the criteria discussed by Jackendoff. By these same criteria, together can arguably be
classified asa VP adverb.

The only position that is unambiguously a VP-adverb position is sentence-fina
position without a pause. If S-adverbs appear in sentence-final position, a pause must
beinsterted. Together appearsin sentence-final position without pause, which suggests
that it isa VP adverb.

(98) Jack and Jill left together
(99) Jack and Jill left quickly
(100) Jack and Jill left, probably

| argued in section 5.1.3.1 that both VP adverbs and S adverbs can appear after
two auxiliariesif the second auxiliary ishave. Together seemsto meto be abit awkward
in that position, shown in (101). But since the position alows both S adverbs and VP
adverbs, | take it that this fact doesn't have any bearing on our argument about which
class of adverbs together belongsto and it must be ruled out by something else.

(101) Theboyswill have  together fried the tomatoes

Jackendoff saysthat VP adverbsare"odd" between two auxiliaries, but S adverbs
are permitted there. We find that together is, as predicted, odd there.

(102) The boys have together been frying the tomatoes.

Another position which is supposed to allow only S adverbsisthe position before
two auxiliaries. But we can't tell for sure whether or not adverb together can appear there

because of the existence of adnominal together.
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(103) Jack and Jill  together were frying the tomatoes

So we find that together has the distribution we would expect if it were a VP
adverb: the most unambiguous evidence for thisis the fact that it can occur in sentence
final position without a pause. But all has the distribution of an S adverb.

Another kind of evidence for treating together as being attached lower than all
comes from a comparison of their respective semantics.

In Chapter 4 | treated together as a modifier of events, following the proposal
given by Lasersohn (1995). Recall our definition of together from Chapter 4.

(104) together': APAXAEP(X)(€) & Vy,y',€,€'[yex & Y'ex & y=y' & P(y)(€) & P(y')(€")
& €ce& €'ce~ 1(€) o 1(e")]]

The requirement that particular subevents "overlap” is basically the core of the
semantic contribution of together.

In generd thereis a correspondence between the syntactic position of an adverb
and what it is taken to modify. Parsons (1990) argues that the adverbs that occur closest
to the verbs are best analysed as modifiers of events. Thisideaaso playsarolein the
theory of the scope of adverbs proposed in Ernst (1998).

So the evidence from Jackendoff's tests that together is attached relatively low in
the syntax is corroborated by the semantics of together. In fact it is probably more
accurate to turn that statement around: the fact that together isamodifier of eventsleads
us to expect that it should occur in positions closer to the verb.

On the other hand, all does not say anything about events: it affects the assertion
that ismade. Of course, if we take assertions to be "about” events in some sense, then

all will have an indirect effect on events. But then, so does a moda adverb like
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probably; if | assert probably Sthen | assert that whatever event is picked out by S
probably happened. Still, it isnot the case that probably is amodifier of events.

So if the syntactic position of an adverb depends at least in part upon its meaning
(that is, what it modifies), then the fact that all occurs higher in the syntax (at |east above
VP) is expected.

In other words, we can conclude that it is predictable from their respective
semantics that all should occur higher in the syntax than together.

5.2 The syntax of prenominal all
5.2.1 Comparing prenominal and floated all

Since we have just proposed a syntax for floated all, perhaps the first question
that arises when we turn our attention to prenominal all is, what is the relationship
between floated all and prenominal all? The answer that | will give is close to the
account proposed by Lasersohn (1990, 1995), for the relationship between adnominal and
adverbial together.

Lasersohn'sdefinition of together issuch that it takes one argument of type e and
one argument of type <e,t>. He argues that adnominal and adverbial together have the
same core meaning, and the difference is simply a matter of which argument gets "fed
in" first. That is, abstracting away from the details, adverbia together is defined asin
(105) and adnominal together is (106).

(105) APAx[together'(P)(xX)]
(106) AxiP[together'(P)(x)]

| also will propose that the core meaning of all, whether adverbial or prenominal,

isconstant. The effect of the rulesin (105) and (106) is similar to the effect we would get
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if we simply added AP to the definition of all when it combines with a VP, that is, it
makes it possible for all to combine with averbal argument. Thisissimilar to the effect
Lasersohn achieves simply by swapping the order of AP and Ax above.

It should perhaps be pointed out that this proposal by Lasersohn has been
criticized by Schwarzschild (1994a) on the grounds that there are some differences
between adnominal together adverbial together that it doesn't explain. Likewise, there
is some evidence from the interaction of prenominal all and adverbs that there are some
differences. It comes from the distribution of manner and agent-oriented adverbs with
an object DP containing all.

Based on the fact that floated all cannot appear in the scope of an agent-oriented
or manner adverb, we might expect that these adverbs in combination with prenominal
all in object position would lead to some difficulty. However, these kinds of sentences
are perfectly grammatical.

(2107) Jack skillfully climbed all the beanstalks.
(108) Evelyn bravely fought all the lions

A manner interpretation for skillfully, and an agent-oriented interpretation of
bravely, both seem to be perfectly fine here. It'squite clear that the oddity we found with
(48)-(49) are gone.

In spite of thisfact, the overwhelming majority of the data seems best handled by
treating prenominal and adverbial all on apar. For thisreason, | will propose that their
meaning is exactly the same, as we will see shortly.

But before we look in detail at how prenominal all combines with a DP, | will

first look at two closely related issues: the category of prenominal all, and the syntactic
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position of prenominal all. | will arguethat all isakind of adjective/degree word, and
that it occupies the specifier of DP.
5.2.2 The category of prenominal all/both

| propose that prenominal all (and aso both) has the features of degree words and
adjective words, and hence is some kind of mixed degree/adjective category. The
evidence for thisis mostly circumstantial, but nevertheless intriguing.

Haspelmath (1995) reports that all is historically speaking derived from the
adjective whole. All is clearly not a simple adjective anymore (*the all girls) but
neverthelessthe fact that it is historically derived from one lends some plausibility to my
proposal that it is at least part adjective.

Furthermore, by supposing that prenominal all is somewhat "adjectival,” this
gives us a plausible explanation for why all can occur both prenominally and as an
adverb. The path in English from adjective to adverb isavery old and well-traveled one:
slow-slowly, deliberate-deliberately, possible-possibly, et cetera. Although floated all
lacks the usual adverbializing suffix -ly, it is nevertheless plausible to suppose that the
adjective-adverb route is what explains the existence of both forms of all in modern
usage.

Oneway to look for evidence for the claim that all is adjectival (and adverbia on
its floating incarnation) would be to compare the structure of adjective and adverb
phrases and see if prenominal and floated all share the same kinds of similarities.
However, this kind of approach would be unlikely to turn up any decisive evidence for

the adverb/modifier hypothesis of all over the quantifier hypothesis of all. The reason
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isthat it has been shown by many authors (Bresnan 1973, Jackendoff 1977, Abney 1987)
that the most obvious similiarities between the structure of adjective phrases and adverb
phrases, namely the degree modifier system, is also shared by quantifier phrases, by and
large. Of course, the ideathat adverbs, adjectives, and quantifiers are syntatically very
similar isinteresting; but it also would stymie our attemptsto find decisive evidence that
all is an adjective and an adverb and not a quantifier.

| also think that assigning a degree/adjective category to all is plausible in light
of the semantic analysis of all that | proposed in Chapters 2 and 3. The idea that it
operates on the context in someway is consistent with its being afunctional category, but
the idea of good fit could also been seen as akind of lexical meaning.

| will offer one more circumstantial piece of evidence for the hypothesis that all
IS a degree/adjective category, but this will come after we have looked at the syntactic
position of prenominal all in the next section.
5.2.3 The position of prenominal all

What exactly is the structural position occupied by prenominal all? We have
basically three choices. All could be adjoined to DP; all could take DP as its
complement; or all could be in the specifier of D. | will argue that all occupies the
specifier position of D. The evidence comes from the non-occurrence of all with DPs
that arguably lack a specifier position, and from the fact that, pace Sportiche, thereis no
evidence that all can be 'stranded.’

There are three types of constructions that show this. For every construction to

be discussed below, afloated all is acceptable, indicating that the meaning of the DPin



228

guestion is perfectly compatible with all. Note also that the acceptability of floated all
with these constructions means that they pose a problem for the stranding hypothesis.
5.2.3.1 Evidence from pronouns

Thefirst fact isthat all cannot occur to the left of a pronoun. Thiswas observed
for object positions by Maling (1976), but it is also true of hominative pronouns.

(2109) *Jack saw all them/all ug/ al you
(110) Jack saw them all/us al/ you al

(111) *All they/all wef all you left
(112) Theylyoulwe all left

5.2.3.2 Evidence from PRO

Aswe might expect given the facts above, it also appears to be the case that all
cannot occur immediately to the left of PRO, as the following sentences show (taken
from Baltin 1995).

(113) *All to leave would be a shame
(114) Toal leave would be a shame

5.2.3.3 Evidence from conjunction
All is quite bad in combination with a conjunction of singular terms, despite the
fact that these constituents are semantically interpreted as plural individuals.

(115) *All Peter, Paul and Mary got strep throat.
(116) Peter, Paul, and Mary all got strep throat.

(117) *All the butcher, the baker and the candlestick maker got married
(118) The butcher, the baker, and the candlestick maker all got married

So now the question is, what do these kinds of things, pronouns, PRO, and
conjunctions, have in common? One obvious possibility is. that none of these kinds of

constituent, arguably, have the usual internal structure of complement and specifier. This
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suggests that the syntactic position of all is in the specifier of D. This would quite
straightforwardly account for the failure of all to appear in these environments.

Note also that our other two options, namely that all takes a DP-complement or
that all is adjoined to DP, would fail to explain the distribution of all that we have just
seen.

If we assume that NP movement, topicalization, and wh movement cannot target
D', this proposal predicts that it should not be possible to 'strand’ all, contrary to
Sportiche's hypothesis. In fact there is no decisive evidence that all can occur
immediately to the left of a trace of wh-movement or NP movement. The following
would be convincing evidence if grammatical, but they are both ungrammatical (in
English, at least).

(119) *The students were arrested all
(120) *Who did you see adll?
(121) *Theplants, | like all
The ungrammaticality of the sentences in (119)-(121) is expected on the

hypothesisthat all occupies spec, DP. The sentencein (119), for example, would require

that passive movement be able to target D', as shown in (122).

(122) IP
D' |
A /\
the students | VP
| |
were V'
/\
V DP
| S

arrested Adj/DegP D'
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al t

If we were to suppose that all is adjoined to DP, or takes DP asits argument, we
would have to say something extra about why (119) is not grammatical. On the
hypothesis that all is in specifier of D, it follows from general assumptions about the
nature of phrasal movement.
5.2.3.4 Interesting circumstantial evidence

Thereis circumstantial evidence from one construction in English that makes it
plausible to suppose that an adjective/degree category can appear in the specifier of D.
Examples of this construction are given in (123).

(123) too large ahouse
how heavy a box
asniceaman

Note that these phrases behave like noun phrases. For example, they can appear

in argument positions.

(124) John bought too large a house

How heavy abox can you carry?

Y esterday | met as nice a man as you could hope to meet

These kinds of phrases are not completely free as argument noun phrases; see
Bresnan (1973) for some discussion. But the well-formedness of the sentencesin (124)

suggests that they are in fact noun phrases, so the AP too large, for instance, must be

either adjoined to or in the specifier of the DP.° | have not been able to find any evidence

® Abney (1987), on the other hand, argued that the head of the phraseis really the adjective,
which somehow inherits a substantivizing feature from the noun, so it can behave like a noun
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for one or the other syntactic position, but since | am arguing that all occupies the
specifier of D it seems reasonable to suppose that the APs in (123) may occupy the same
position.

The presence of the degreewordsin the APsin (123) isof course crucial, but this
fits nicely with my argument that all is a degree/adjective.

Note also that we don't need to be concerned that all itself can be modified by
degree words like almost and nearly, since it is well known that the degree system is
recursive.

5.2.4 The syntax-semantics of prenominal all
The arguments of the previous section lead us to conclude that the structure of a

DP like all the girlsisthe structure shown in (125), with all occupying spec,DP.

(125) DP

Adj/DegP D'

all D I|\IP
th|e |N'

N
gi|rls

One consequence of this structure is that we can maintain the regquirement,

phrase.
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introduced in the section on floated all, that all must be governed by anominal category
(thanks to Viviane Déprez for pointing this out to me). Thisis then another point of
similarity between prenominal and floated all: because we use m-command in our
definition of nominal government, the NP girls governsall.

L et us see now how to interpret this determiner phrase, and then how to interpret
the DP in asentence. Below isrule we have already seen for interpreting all, repeated
from section 5.1.5.3.

(126) all-trandlation rule:

all has no ordinary trandation, and a domain-adjusting meaning of

Ix[gf(Cov)(x)] !

To interpret the DP in (125), we need to combine all with the meaning of the D'
We can do this with an adjustment to our "composition rule for domain-adjusting
meaing". The rule, also from section 5.1.5.3, was originally written to facilitate
composition of a domain-adjusting reading when aVP with all and an NP combine. It
is repeated below. (127) composition rule for domain-adjusting meaning (in

VP):

Where a is an expression of type <e,r> (where t isany type ending in t) with a

two-part tranglation o' whose parts consist of an ordinary trandation o' and a

domain-adjusting meaning ¢; and P is an expression of type e with an ordinary

trandation p', then:

[ BI=[a)IBD) , "8" (1B
It needs to be adjusted so that it can apply in the environment we are concerned with
here, inside DP. | make the needed adjustments in the rule below.

(128) composition rulefor domain-adjusting meaning (in DP):

Wherea isall, with adomain adjusting meaning 6, and 3 is an expression of type

e with an ordinary tranglation ', then:

[o’ BI=1p'1, "8 (Ip'])

The similarities between the two rules should be clear. In each case, the ordinary
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denotation of an NP becomes part of the domain-adjusting meaning introduced by all.
Perhaps it would be possible to devise asingle, more general rule that captures the effect
of these two rules. | refrain from doing so, however, because of the risk that the rule
would be too general and allow for the generation of unwanted domain-adjusting
meanings. For now | want to ensure that the "cross-trandation™ function application is
limited to those environments where the domain adjusting meaning of all has an open
argument dot. These rules generate the following trandation for the DP all the girlsin
(125).
(129) thegirls, 'gf(Cov)(thegirls)'l

We still need one more composition rule, which will guarantee the Cov variable
in the meaning of the DP all the girls will get the right index when it combines with a
VP. Thisruleis given below.
(130) NP VPrule

Where o is an expression of type <e,t> (where t isany type ending in t), with
trandation o' and B is an expression of type e, with an ordinary

trandation '  and a domain-adjusting meaing ' gf(Cov)(p) !, then:

[ (B)1= Lo ()], "df(Cov,)(B)"

where nisthe index on a.

We can apply this rule to a sentence like (131), which is derived according to

(132).
(131) IP6
DP I
| T
Jeff | VP
/\
DP V's
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t Piv4 DP3
| T
saw Adj/DegP2 D1
T
al D NP
| VAN
the girls
(132)
1. the.girls
2. x[gf(Cov)(x)] "
3. thegirls', !gf(Cov)(thegirls)!
4. ax i Aayry'[saw(y)(y)] (2) | zex & ze [Cov|[}
5. A i{ AyAy'[saw(y)(Y)] (2) | zex & ze [Cov] } (the.girls) ,

Igf(Cov;)(the.girls)
=n{Ay'[saw(z)(y)] | z<[the.girls] & ze [Cov]} , "gf(Cov)(thegirls)!
6. [J] € {ry'[saw(z)(y)] | z<[the.girls] & ze [Cov]]} , "gf(Cov)(thegirls)!

Note that once all the girls has combined with saw, we have a meaning with the
same kind of structure that we saw earlier in section 5.1.5.3: there is an "ordinary”
meaning and a denotation adjusting meaning.

53  Other Issues
53.1 Possessives

There are some apparent problems for the proposal that all occupies spec,DP.

The first is that all is perfectly compatible with possessives, including pronominal

pOSSessives.

(133) All David's children are dentists
(134) All hischildren are dentists

The pronominal case is simpler, so let us deal with that one first. In this case
there's no reason to assume that anything occupies the spec of his, so there is space there
for all. | don't believe thereis any contradiction in saying that pronouns do not license

a specifier position but posessive pronouns do; if a possessive pronoun is some kind of
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contraction of the possessive marker and a pronoun, then it could be that the possesive
"part" of the contraction licenses the specifier position.

On the other hand, (133) isabit harder to handle, because it appears that David
Is occupying the specifier position of the possessive marker. | don't think it isaviable
option to suppose that all is in the specifier of David for two reasons: first, because
proper names arguably also project directly to phrases, and so lack a specifier. Secondly,
thiswould lead us to expect the wrong constituency relations anyway.

So instead | will propose that a possessive can license two specifier positions, if
necessary, to accommodate both all and the possesor DP. Notice that our generalization
that led us to propose the spec,DP position for all said that all cannot appear as a
constituent with nominal phrases that completely lack internal structure. This being the
case, we would not expect them to be able to 'sprout’ structure just to accommodate all.
But the possessive marker is different, because it clearly does license structure inside the
phrase, so it is possible to suppose that it can sprout more structure if necessary. The
idea would be that the fundamental difference is between heads that license phrasal
structure, and heads that do not.

Note furthermore that the order of the two specifiersis aswe would expect. Since
the possessor is selected by the posessive head, it is expected that it should appear in the
specifier position closest to the head.

5.3.2 Conjunction (redux)
There are some issues related to the conjunction cases that need to be addressed.

The hypothesis that conjoined DP's lack a specifier position accounts negtly for the



236

ungrammaticality of phrases like *all Peter, Paul, and Mary. However, conjunctions of
plural elements do allow all, although it is very unclear what the syntactic position of all
might be in these constructions.

(135) All the students and the teachers pitched in to make the picnic a success
(136) All the students, the teachers, and the parents pitched in to make the picnic...

Of courseitispossiblein both cases that all isin the specifier of only thefirst DP
in the conjunction, the students. But the reading we are interested in is one where all
seems to be related to the entire conjunction. On this reading (136) seems to me not
quite as good as (135), but still it's not crashingly bad as we saw was the case with
conjunction of singular terms.

The only suggestion | can make at this point isthat in fact all really does sit in the
spec of the first DP in the conjunction, where it is perfectly legitimate. The reading
where it seems to belong to the whole conjunction is perhaps due to some kind of
accomodation process, where all sort of "spreads out” to cover the whole conjunction.
In support of this notice that it's awfully hard to get all not construed with the whole
conjunction in (135). If you mean specifically al the students, you almost have to
changethe order soit'sclear: theteachersand all the students. If the difference between
the "one conjunct” and the "whole conjunction” reading of (135) were simply a matter
of syntactic ambiguity, then it should be much easier to separate out the readings.
5.3.3 Both and conjunction

| have argued that all and both form a class, and this leads us to expect that
prenominal both should also not be licensed with conjunctions. But the sentences below

show that thisis clearly not the case.
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(137) Both John and Bill have read that book
(138) Both the butcher and the baker read the newspaper every day

However, this error of prediction isonly apparent, because both, unlike all, has
a homonym whose function is to "introduce" conjuctions (see, for example, Stockwell,
Schachter and Partee 1973, Edmonson 1978). This both can cross-categorially introduce
aconjunction of almost any type (note that all would be ungrammatical if substituted for
both in every sentence below).
(139) Marie both sings and dances
(140) Thispainting is both stunning and understated
(141) Alex planted seeds both in the flowerbed and in the windowbox
(142) Petefixed the plumbing both quickly and effortlessly

Furthermore, it appears that this conjunction-introducing both has a different
meaning from the good-fit both that is related to all. Conjunction both apparently has
a meaning that corresponds to an old-fashioned conjunction reduction transformation.
In other words, a sentence with conjunction both is interpreted as if it was "reduced"
from two sentences, which has the effect of yielding a strictly distributive reading. This

would make (143)a, for example, equivalent to (143)b, and so on.

(143) a. Both Harry and James answered the telephone
b. Harry answered the telephone and James answered the telephone

(144) a Petefixed the plumbing both quickly and easily
b. Pete fixed the plumbing quickly and Pete fixed the plumbing easily

(145) a Carol put acouch both in the livingroom and in the den
b. Carol put acouch in the livingroom and Carol put a couch in the den.

Note that (145)a can't mean that Carol installed a couch that was big enough so
that half of it was in the livingroom and half in the den (as we might expect if

conjunction both allowed akind of "collective" reading here). It can only mean that two
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different couches were put in.

Once we have clarified the difference between good fit both and conjunction
both, we have an explanation for the otherwise puzzling data that was noted in Brisson
(1996) and in Chapter 3 (section 3.4). Good fit both has afreer distribution with certain
collective predicates than does conjunction both, as shown in (146)-(147)

(146) a. Pete and Les both collided
b.* Both Pete and Les collided

(147) a Jane and Sarah both left together
b. * Both Jane and Sarah |eft together

The (a) examples contain good fit both, and the (b) examples contain conjunction
both. Since conjunction both, but not good fit both, imposes a strictly distributive
reading, the difference between the (a) and the (b) sentencesis explained. If we
change conjunction both to prenominal good fit both, we expect that the sentences should
get better, and they do. Although judgments at this point become a bit murky, I think
thereisa contrast between the sentences below and the (b) sentences of (146)-(147), and
| have confirmed this with other speakers.

(148) Both (the) boys collided
(149) Both (the) girls left together

In addition, if the ungrammaticality of the (b) sentencesin (146)-(147) is due not
to the prenominal position of both but to the meaning of conjunction both, we predict
that we should not find any prenominal/floated contrast with prenominal versus floated
all, since all does not have a homonym corresponding to conjunction both. This
prediction is correct.

(150) a Thecarsall collided
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b. All the cars collided

(151) a Thegirlsall left together
b. All the girls left together

The fact that conjunction both requires a strictly distributive reading leads us to
expect that there should be a contrast between the (@) and the (b) sentencesin (152) and
(153), using familiar predicates from Chapters 2 and 3.

(152) a. Both the boys ate a sandwich
b. Both John and Bill ate a sandwich

(153) a. Both the professors built a house
b. Both Jane and Alan built a house

The (a) sentences should allow acollective reading, while the (b) sentences should
not. Unfortunately judgments are not as sharp here asthe anaysis predicts they should
be; but it does seem to be the case that a collective reading is at least easier for the (a)
sentences than for the (b) sentences.

534 "Q-proFlip"

The hypothesis that prenominal all must sit in the specifier of D explains why
(154) isbad. However, it doesn't explain why (155), which represents the phenomenon
Maling (1976) described as Q-Pro flip, is good.

(154) *Evelyn saw all them
(155) Evelyn saw them all

| really am not sure what to say about this phenomenon, except | do have one
observation that | think has not yet been made. It appears that in the sentence that has
undergone the "flip," themall is not a constituent (which suggests that "Q-Pro Flip" is

amisnomer, since it implies constituency).
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'Them all' is not a good answer to a question; and it can't be topicalized, in
contrast to the presumably synonymous all of them.

(156) *themall, | like.
al of them, | like

(157) Which cookies did Rhonda eat?

*them all

all of them

This being the case, it would appear that we are forced to say that all is adjoined
to averbal projection. But then this environment (with an accusative pronoun) is the
only environment that licenses all in that position; it's pretty bad when the object isafull
DP, and it's also clearly not possible to construe a postverbal, post-pronominal all with

the subject.

(158) *?Evelyn saw the boys, all,
(159) *Thegirls kissed him all,

At thistime | don't have any explanation for the existence of this phenomenon.
5.4 All/both inside a partitive

In Chapter 1 we saw that both is not permitted to appear as part of the lower
phrase of a partitive. All isnot grammatical there, either.

(160) *Each/one/most of both boys have eaten dinner
(161) *Each/one/most of all the girls have gone outside

The data with both was problematic for Barwise and Cooper's (1980) proposal
that both CN forms a definite description equivalent in meaning to thetwo CN. Thisis
what led Ladusaw (1983) to propose that both has a distributive component to its
meaning.

The possibility of all/both occurring inside apartitive isruled out by the proposal
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| have made here. We have seen that all/both are dependent on the presence of aD
operator in order to be licensed. But partitive phrases are incompatible with the presence
of aD operator.

In partitive constructions like the ones in (160), both/all are dominated by a
guantifier or an indefinite. Both a quantifier and an indefinite introduce a different kind
of quantification into the sentence from the quantification of aD operator. If thereisno
D operator present, then both inside a partitive is not licensed.

In principle we might wonder whether it is possible to insert a D operator in a
sentence where we already have a quantifier like every girl, or an indefinite like two
boys. However this would yield ungrammaticality of the same sort that we saw in
Chapter 4, section 4.3, with every plane landed together, where the same set is
guantified over twice. So the proposal | have made here correctly predicts the

ungrammaticality of all/both in downstairs position in a partitive.
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Chapter 6

Conclusions

6 I ntroduction

The core ideas defended in this dissertation are that floating quantifiers are not
determiner quantifiers, and they don't float. The first step toward our analysis was to
develop an account of the meaning of the CN and all the CN which correctly predicts their
differences. This analysis proposes that all is not a quantifier, but a modifier whose
meaning interacts with the quantification introduced by adistributivity operator. With this
analysis we predict awide range of all's behavior, including its puzzling distribution and
the many differencesin meaning and distribution between all and every. Much of this had
been previously unaccounted for in the literature.

We then show that once we abandon theideathat all must be aquantifier, we don't
need to postulate movement to explain how all can appear in postnominal position. The
relationship between prenominal all and floated all turns out to be not much more
complicated or surprising than the relationship between slow and slowly or between
adnominal and adverbial together. The abandonment of the stranding hypothesis also leads
to some welcome empirical results, in particular an improved account of all's adverb-like
distribution and semantic behavior.

6.1  Some consequences of the hypothesis
The theory proposed in the preceding five chapters has consequences for various

Issues in semantic and syntactic theory that are perhaps hard to see in the dense thicket of
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argumentation for the various pieces of the proposal. Now that we are at the edge of the
forest where the light is a bit better, we can take alook at some of these consequences.
6.1.1 Distributivity

The first and most obvious consequence for distributivity of the theory | have
proposed here is that it exists as part of grammar. Secondly, the D operator must be a
syntactic object. Thisisrequired by many different strands of the analysisin Chapter 4,
including the scopal differences betwen all and every and between the + CN and every.
Finally, insertion of the D operator must be free and optional, with the ill-formed cases
ruled out by "other factors'. The two "other factors' that we have seen are the semantic
requirement that the D operator apply to a constituent that takes an argument of type e, and
the requirement that insertion of the D operator not violate economy of derivation (this
second fact is discussed below).

Except for the evidence that insertion of the D operator is subject to economy
considerations, all of the foregoing properties of distributivity have been previously
proposed and defended in the literature. The analysis I've given here provides additional
evidence that each of them is correct.

6.1.2 Collectivity

The results of this dissertation imply at |east two new consequences for a view of
collectivity. First, we have found in this dissertation that collectivity is not a unified
phenomenon, asis assumed in nearly every account of distributivity and collectivity that
| know of. We have seen evidence that there are two different kinds of collectivity, one

that involves hidden distributivity, and one that does not.
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As early as Chapter 2 we saw arguments that collectivity must involve some kind
of quantification, because nonmaximality was turning out to be a quantificational effect
and nonmaximality is possible with (some) collective predicates. | used this as one of my
arguments against the groups approach to nonmaximality, because the groups approach
treats nonmaximality as a subcase of collectivity, and collectivity as just the absence of
quantification over aplural.

Theresults of Chapter 4 give us another kind of evidence that collectivity involves
guantification. There we saw that all, pragmatic weakening, and except phrases are al
sensitive to something that is present in some sentences with collective predicates, and not
in others (this was the data relevant to Taub's generalization). We proposed that that
something is the quantification introduced by a D operator. Hence the second
consequence of our analysis for collectivity isthat collectivity isnot smply the absense
of quantification, asit iswidely taken to be.

6.1.3 All and nonmaximality

This proposal takes the "maximizing" effect of all to be crucialy related to the
nonmaximality of plural definites. To the extent that it is successful, then, it constitutes
an argument that any theory of the meaning of all must also take serioudly the phenomenon
of nonmaximality. Thiscriterionismet by, for example, Lasersohn's (1998) proposal, but
not by Winter's (1998a,b).

6.1.4 Plurality and the lexicon
Thedistribution of all with collective predicatesis one of the most difficult aspects

of all's grammar to account for. | have proposed here that all's distribution can be
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explained by the novel theory of the interaction of plurality, syntax, and the lexicon
proposed in Chapter 4, section 4.4. Thus this account provides new evidence for the
hypotheses about lexical structure (which are themsleves not novel) employed in that
theory. In particular, as pointed out to me by Fred Landman (p.c.), this account provides
evidence for the semantic and syntactic existence of the hypothesized predicate DO.
6.1.5 Economy

The "exceptions that prove the rule" from Chapter 4, section 4.4.3.2.2, show that
we must suppose that insertion of the D operator is optional in the grammar, subject to
other well-formedness constraints. They also show that one of the relevant well-
formedness constraints is the principle of economy of derivation.

We argued in section 4.4 that the predicates of Taub's generalization do not
(normally) license any hidden distributivity, which explains their incompatibility with all.
But the fact that distributivity is permitted with these predicates under the right contextual
circumstances shows that insertion of a D operator must be optionally permitted.

If the D operator is permitted with these predicates under some circumstances, then
we have to say what rulesit out in the other circumstances, the cases that constituted the
core of Taub'sgeneraization. For thiswe appealed to economy: theideathat aD operator
islicensed only if it contributes something to the interpretation of the sentence. Hencewe
have another kind of phenomenon that shows economy to be an important principle of

grammar.

6.1.6 The stranding hypothesis
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| have argued against the stranding hypothesis of floating quantifiers (Sportiche
1988) both explicitly, and, in proposing that all is an adverb, implicitly. Many authors
have adopted the stranding hypothesis and used it as a building block for atheory of other
phenomena. To take just one example, Giusti (1990) argues from the stranding hypothesis
and the syntactic distribution of all in German that German is not a nonconfigurational
language. Indeed for scrambling languages the position of floating all is frequently taken
to mark the base position of the DP that all takes asits argument. If the hypothesis| have
proposed hereis correct then the position of floated all is most likely not avalid diagnostic
for the base position. Pursuing this would require a detailed reanalysis of floating
guantifiersin other languagesin light of the proposal | have made here, which could have

interesting consequences.
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